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Abstract
This work proposes an innovative approach to evaluate the functional characteristics of a heterogeneous underwater wireless acoustic sensor 
network (UWASN) using a stochastic model and the network connectivity criterion. The connectivity criterion is probabilistic and considers 
inherently distinct groups of parameters: technical parameters that determine the network function at specific levels of the communication stack 
and physical parameters that describe the environment in the water area. The proposed approach enables researchers to evaluate the network 
characteristics in terms of energy efficiency and reliability while considering specific network and environmental parameters. Moreover, this 
approach is a simple and convenient tool for analyzing the effectiveness of protocols in various open systems interconnection model levels. It is 
possible to assess the potential capabilities of any protocol and include it in the proposed model. This work presents the results of modeling the 
critical characteristics of heterogeneous three-dimensional UWASNs of different scales consisting of stationary sensors and a wave glider as a 
mobile gateway, using specific protocols as examples. Several alternative routes for the wave glider are considered to optimize the network’s 
functional capabilities. Optimal trajectories of the wave glider’s movement have been determined in terms of ensuring the efficiency and 
reliability of the hybrid UWASN at various scales. In the context of the problem, an evaluation of different reference node placement was to 
ensure message transmission to a mobile gateway. The best location of reference nodes has been found.

Keywords  Heterogeneous underwater wireless acoustic sensor network; Mobile gateway; Wave glider; Stochastic connectivity model; 
Probabilistic optimality criteria; Network reliability; Network energy consumption

1  Introduction

One of the most critical areas of research on underwater 
wireless acoustic sensor network (UWASN) functioning is 
the evaluation of energy consumption of particular network 
elements and the entire network as a whole so it can be 
minimized. Reducing energy consumption allows the net‐
work lifespan to increase without recharging the batteries. 
Thus, energy management is one of the main factors deter‐
mining the efficient functioning of underwater wireless 
networks.

In this work, a new stochastic functional quality charac‐
teristic of the UWASN is introduced and analyzed. The 
characteristic, called the probabilistic criterion of network 
connectivity, reflects the ability of the network to establish 
reliable connections between sensors. It determines the prob‐
ability of packet delivery from ordinary sensors through a 
selected set of reference sensors to a mobile gateway under 
the given design parameters of the network and the physical 
conditions of the water area. The packet delivery probability, 
in turn, is the main parameter of the stochastic model for the 
UWASN function, previously proposed by Fedorova et al. 
(2022). The network connectivity criterion considers several 
distinct groups of parameters, including the following:
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•  A special stochastic characteristic of the quality of UWASN func‐
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1) Main technical characteristics of the transmitting and 
receiving devices.

2) Parameters connected with the network topology, such 
as the distribution of sensors in the three-dimensional (3D) 
space of the water area.

3) Physical characteristics of the medium, such as the 
signal attenuation coefficient and noise level in the water 
area.

4) Timing characteristics, such as the time scale and fre‐
quency of information collection by the sensors.

In underwater wired sensor networks with a centralized 
energy source, the reliability (connectivity) of the data 
transmission depends mainly on the choice of the optimal 
network topology. Energy efficiency is not of fundamental 
importance for wired networks. However, when determin‐
ing the connectivity of underwater wireless sensor networks, 
not only the chosen topology, network congestion, and sen‐
sor reliability must be considered, but also the residual bat‐
tery energy of each device. This is because connectivity 
failures can be caused by disruptions in data transmission 
routes when the battery of any of the sensors is exhausted, 
the inability to establish a reliable connection due to insuf‐
ficient signal power to the transmitting antenna of a sensor 
device, or too great a distance to neighboring sensors 
while with a significant signal attenuation coefficient in 
the medium.

The residual battery energy of each sensor determines the 
current energy state of the entire network. It is a function 
of energy consumption, which, in turn, depends on the net‐
work scale (water area size), network architecture, selected 
protocols for various levels of network functioning, physi‐
cal conditions in the water area, and the network purpose 
(practical application and polling frequency). Changing the 
network scale or distance between sensors, designing spe‐
cial routing algorithms, as well as changing the technical 
characteristics of modems can significantly reduce energy 
consumption. This means that it is possible to recover con‐
nectivity that is partially lost during wireless network func‐
tioning not only by charging the battery but also by chang‐
ing the topological or technical parameters of the wireless 
sensor network, by changing the sensor interaction proto‐
cols, or by using mobile sensor platforms.

Connectivity, as a dynamic functional quality character‐
istic of the underwater wireless sensor network, is a gener‐
alized characteristic that indirectly determines the network 
lifespan. The lifespan is the time from the moment the net‐
work is launched until the battery of any of the sensors (or 
a certain percentage of the sensors) is discharged. Thus, net‐
work lifespan can be considered as a special case of con‐
nectivity, determined by the loss of connection with one or 
more network devices.

Changing a few technical parameters, such as transmitting 
modem power or data transmission speed, rebuilding packet 
delivery routes to reference nodes, or rerouting mobile gate‐

ways, restores the connectivity of network elements with‐
out recharging the batteries of failed devices. For example, 
increasing the transmitting modem’s power allows packets 
to be transmitted to more distant sensors, bypassing the 
failed ones; concurrently, the mobile gateway (e.g., a wave 
glider (WG)) rerouting can reduce the energy consumption 
of the network.

Thus, there are several possibilities to extend the lifespan 
of the entire network (but not its individual elements) with‐
out recharging the sensor batteries. So network connectivity, 
as opposed to lifespan, characterizes the entire network 
rather than the properties of its elements.

The object of the study in this work is an UWASN 3D 
communication architecture, which includes a group of 
ordinary and reference stationary nodes in three different 
layers—on the bottom (bottom layer), in the water column 
(middle layer), and near the surface (upper layer)—as well 
as a mobile gateway, a wave glider moving on the surface 
of the water area. Packet transfer between network nodes 
is conducted by hydroacoustic channel.

The subject of the study is a stochastic connectivity model 
of an underwater wireless sensor network, including proba‐
bilistic criteria of packet transmission reliability and net‐
work energy consumption efficiency.

This work proposes a generalized connectivity criterion 
as the probability of packet delivery, which, in turn, is the 
main parameter of the stochastic model. This generalized 
criterion includes probabilistic criteria of network reliability 
and efficiency. This work investigates their dependence on 
such network parameters as the scale, the distribution of 
ordinary and reference nodes within the water area, mobile 
gateway routes, and routing protocols.

The following probabilistic optimality criteria were 
selected as UWASN connectivity criteria, determined for a 
given signal-to-noise ratio (SNR), signal attenuation coeffi‐
cient in the water area, network scale, and the specific param‐
eters of the physical layer protocol and routing protocol:

1) Probabilistic criterion of reliability—a measure of the 
probability of successful packet delivery to the mobile 
gateway.

2) Probabilistic criterion of the efficiency of the network 
energy consumption.

The latter criterion involves the evaluation of two 
characteristics:

1) An estimate of the network’s relative energy consump‐
tion—the ratio of the real energy consumption of the entire 
network under the chosen routing protocol to the full con‐
sumption corresponding to 100% packet delivery for an 
unlimited number of retransmissions.

2) An estimate of the value of the total expected energy 
consumption of the network under the given physical con‐
ditions in the water area for the selected design parameters.

This work is organized as follows. A brief literature 
review of related research is given in Section 2. Section 3 
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describes the communication architecture of the underwater 
wireless sensor network. Section 4 defines the design param‐
eters for modeling the functional characteristics of the net‐
work. Section 5 introduces a generalized probabilistic con‐
nectivity criterion of the UWASN. A mathematical model 
for evaluating the basic functional characteristics of the 3D 
UWASN is presented in Section 6. Different reference nodes 
locations were proposed in Section 7. A comparison of ref‐
erence nodes locations and optimization of network archi‐
tecture is given in Section 8. The conclusions are presented 
in Section 9.

2  Related work

Overcoming the problems associated with the features of 
the underwater acoustic channel determined by its dynamic 
properties—high signal propagation delay, limited band‐
width, low data transmission rate, and high probability of 
bit errors—is necessary to develop an effective UWASN 
(Zorzi et al., 2008; Davis and Chang, 2012). We also con‐
sider the fact that UWASNs consume much more energy 
than terrestrial sensor networks (receive and transmit power 
ratio 1: 125 (Freitag et al., 2005)) and that the technical 
components of UWASNs have limited energy resources, for 
which replenishment is problematic (Rahman et al., 2017). 
Therefore, energy consumption management in UWASNs 
is also a big problem that determines the network lifespan. 
In addition, various practical applications such as oceano‐
graphic data collection, pollution monitoring, maritime 
reconnaissance, navigational safety, or distributed tactical 
surveillance (Akyildiz et al., 2005; Pompili et al., 2010), 
impose their specific constraints and requirements on the 
architecture and design parameters of the developed under‐
water networks.

One of the main goals of designing an effective UWASN, 
regardless of application, is to achieve a high packet deliv‐
ery ratio while limiting the end-to-end delay and the power 
consumption of the network components (Lu et al., 2017), 
ensuring high network reliability. Designing a UWASN 
that meets the criteria of reliability and energy efficiency 
is obviously a complex and quite difficult problem. The 
considered optimization problem is multiparameter and 
multicriteria and requires a comprehensive analysis of the 
influences of a set of parameters with different natures, both 
technical and physical, on the main functional characteristics 
of UWASN. Many studies are devoted to the analysis of the 
development of reliable and energy-efficient UWASN.

The lifespan of a network with limited battery capacity 
at the network nodes is determined by its energy efficiency. 
During its functioning, energy holes/void areas may appear 
in the network due to some nodes ceasing to work and, thus, 
decrease the network performance. The causes of void areas 
are the failure of nodes due to limited lifespan, damaged 

sensors, sparse network topology, varying hydroacoustic 
channel characteristics, or the impact of technical objects 
and marine animals. When a certain fixed number of nodes 
fail, the network goes down (groups of nodes whose packet 
delivery routes passed through the failed nodes may be 
inaccessible). The energy efficiency of the network depends 
on many physical and technical parameters of the medium, 
the network architecture, and the technical parameters of the 
receiving and transmitting devices. Correct accounting for 
and selection of these parameters reduces the negative 
impact of void areas and lack of power for data transmis‐
sion. The problem of eliminating energy holes/void areas 
in UWASN can be solved by various methods (Azam et al., 
2016; Chaaf et al., 2021; Khan et al., 2021; Mhemed et al., 
2022).

There are many works devoted to the improvement of the 
UWASN energy efficiency. As a rule, these works consider 
the effect of a limited number of design parameters (one or 
more) on energy efficiency while maintaining the required 
reliability of operation. Specific examples are aimed at the 
following approaches:

1) Improving the technical parameters of power sources 
and the economics of modems (Tokmachev et al., 2021; 
Chen et al., 2022; Sherlock et al., 2022; Li et al., 2022).

2) Controlling network topology (Datta and Dasgupta, 
2023; Sutagundar et al., 2022; Choudhary and Goyal, 2022).

3) Using mobile nodes (Datta and Dasgupta, 2023; 
Choudhary and Goyal, 2022; Hu et al., 2022; Fedorova 
et al., 2022).

4) Developing energy-efficient routing protocols (Ahmad 
et al., 2022; Bharany et al., 2023; Sheeja et al., 2023; 
Alfajeer and Harous, 2022; Shovon and Shin, 2022; Hao 
et al., 2021; Chen et al., 2010; Kampen, 2021; Isufi et al., 
2016; Touzen, 2020; Ali et al., 2014; Ahmed et al., 2017; 
Menon and Prathap, 2016; Hyder et al., 2017; Jiang, 2018; 
Aljughaiman et al., 2020; Tiwari and Singh, 2023; Vijay 
et al., 2023).

5) Developing effective medium access protocols 
(Guqhaiman et al., 2020; Kulla et al., 2022; Gazi et al., 
2022; Liu et al., 2021; Lu and Shengming, 2016; Hyder 
et al., 2017; Jiang, 2018; Aljughaiman et al., 2020; Khan 
et al., 2022; Tang et al., 2023).

6) Optimizing data communication protocols (e.g., data 
link protocols) and packet sizes (Kebkal et al., 2005; Stoja‐
novic, 2005; Shahapur and Khanai, 2015; Di Valerio et al., 
2015; Xu et al., 2022; Heidemann et al., 2012; Yigit et al., 
2018; Yildiz et al., 2018; Basagni et al., 2012; Kebkal et al., 
2019; Jung and Abdullah, 2011; Khan et al., 2022).

7) Modernizing physical layer protocols (e.g., methods 
of signal formation and processing) and improving modem 
technical parameters (Shahapur and Khanai, 2015; Song‐
zuo et al., 2021; Casari et al., 2022; Goyal et al., 2019; 
Scussel et al., 1997; Cao et al., 2018; Bernard et al., 2022; 
Wang et al., 2022; Pan et al., 2018; Schmidt et al., 2019; 
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Jiang et al., 2022; He et al., 2017; Mani et al., 2008).
The work proposed here is related to both network topol‐

ogy control and the use of mobile nodes to enhance the effi‐
ciency of UWASN operation. Therefore, we briefly explore 
the research conducted previously in these areas.

As noted previously, energy holes/void areas can appear 
in the network topology during UWASN functioning. Thus, 
some network nodes may not be available for operation, 
and the connectivity and coverage of the entire network 
cannot be guaranteed. To solve this problem, an efficient 
UWASN topology control/management algorithm is impor‐
tant (Datta and Dasgupta, 2023; Sutagundar et al., 2022; 
Choudhary and Groyal, 2022). Topology control is subdi‐
vided into topology construction and topology maintenance. 
These processes are important for building efficient solu‐
tions that save energy and, as a result, prolong the network 
lifespan.
Сonstruction of the initial network topology (network 

deployment) has been considered in detail (Liu et al., 2019; 
Sharma and Bindal, 2014; Arivudainambi et al., 2017; 
Choudhary and Goyal, 2021; Chaudhary et al., 2022; Fattah 
et al., 2022). Types of network deployment studied included 
static deployment, self-adjusting deployment, and movement-
assisted deployment. Models were built of networks using 
different sensor types and forming clustered and nonclus‐
tered topologies. The deployment objectives were to reduce 
the overlapping problem, optimize gateway deployment, 
increase the network lifespan, maintain the network con‐
nectivity, minimize the uncovered area, maximize the cov‐
erage and connectivity, drive the autonomous underwater 
vehicle to the target, or minimize the distance and travel 
time.

The main goal of topology control is to improve both the 
energy efficiency of the UWASN and to provide a guaran‐
teed quality of service (QoS) (Hong et al., 2018).

Works on network topology control used different meth‐
ods and algorithms (e. g., Liu et al., 2019; Sharma and 
Bindal, 2014; Arivudainambi et al., 2017; Choudhary et al., 
2021; Chaudhary et al., 2022; Fattah et al., 2022). In many 
studies of the UWASN topology control algorithms, net‐
work connectivity and coverage were considered the main 
network evaluation criteria (Coutinho et al., 2018). In the 
topology control algorithm (Hefeeda and Ahmadi, 2007), 
the data packet transmission rate has been used to deter‐
mine node connectivity. Tan and Wu (2004) introduced the 
concept of network structure entropy and node connectivity 
with network structure entropy, connectivity, and coverage 
adopted as network functioning evaluation indices, which 
reflected the topology reliability. In Yang et al. (2015), the 
network topology control algorithm was based on game 
theory, which equalized the energy consumption of the 
nodes. Liu et al. (2014) proposed a 3D underwater fault-
tolerant topology to improve network reliability by main‐
taining K-connectivity, but their algorithm did not consider 

node degree, channel redundancy, propagation delay, etc. 
The proposed network topology control algorithm was 
based on the potential game and optimal rigid subgraph 
to eliminate redundant links in the network topology and 
reduce the load on the nodes. Thus, it follows from the 
analysis of works on this topic that network deployment 
end management is multiparametric and multifunctional 
and is aimed at improving the energy efficiency and reli‐
ability of the network.

The current study explores options for constructing a 
UWASN topology that considers both the technical param‐
eters of devices and the physical parameters of the environ‐
ment. The aim is to ensure sufficiently high energy effi‐
ciency in the UWASN while maintaining guaranteed through‐
put, network connectivity, and coverage.

The use of a mobile sink is remarkably effective in a 
UWASN. Mobile sinks combat energy holes/void areas, 
ensuring timely data collection from network nodes and 
reducing the number of packet retransmissions from end 
nodes to the mobile gateway. Variable network topology 
increases the energy efficiency and reliability of the entire 
network if some nodes are out of service. Various underwa‐
ter and surface robotic platforms can function as mobile 
sinks (Choudhary and Goyal, 2022; Hu et al., 2022; Fedo‐
rova et al., 2022; Lan et al., 2021; Li et al., 2022; Ovchin‐
nikov et al., 2020; Nam, 2018; Jawhar et al., 2019; Cai and 
Zhang, 2016). Underwater mobile platforms include auton‐
omous unmanned vehicles, underwater gliders, and radio-
hydroacoustic moored buoys; surface platforms include 
crewless boats and platforms propelled by renewable solar, 
wind, and sea energy, such as wave gliders. The advantage 
of using wave gliders as a mobile sink, compared to the 
other platforms, is the combination of such functional char‐
acteristics as high autonomy, high power capacity, and the 
ability to function as a gateway for intermediate data trans‐
fer (Fedorova et al., 2022; Lan et al., 2021; Li et al., 2022). 
Wave gliders also have a disadvantage: limited velocity and, 
therefore, low stability under external disturbances. Despite 
this drawback, the wave glider is a suitable candidate as a 
mobile sink for many practical applications.

The number of publications related to the use of a WG 
as a mobile gateway is small. Therefore, in a continuation of 
previous work (Fedorova et al., 2022), the authors of this 
study further explore the potential of a WG for UWASNs 
of various scales.

Another crucial metric for the UWASN is reliability. The 
reliability and energy efficiency of the network are closely 
related. The main characteristics of network reliability are 
the packet delivery ratio (PDR) and the end-to-end delay. 
These characteristics define the QoS from the point of 
view of the user of a particular application.

The packet delivery probability is defined as the ratio of 
the number of packets that successfully reach the surface 
receiver to the number of packets transmitted by the source. 
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Studies also use the probability of packet loss, which is 
inversely proportional to the PDR. The end-to-end packet 
delivery delay is defined as the average transmission delay 
between the source and the surface receiver.

The packet delivery probability is related to the network 
topology; that is, the number of sensor nodes and their dis‐
tribution density in the water area, the routing protocol 
used, the network load, the use of mobile gateways in the 
network, the signal attenuation coefficient, the transmitter 
power, the receiver sensitivity, and the ambient noise.

Studies have shown (Shental et al., 2005; Khasawneh 
et al., 2020; Rajeswari et al., 2020; Venkateswara and 
Malladi, 2021) that the value of the PDR increases with 
the density of network nodes for most routing protocols. 
This is because the higher the number of nodes in the net‐
work, the higher the probability of selecting the next for‐
warding node. Thus, the probability of packet loss due to 
node unavailability within the forwarding zone is reduced. 
Simultaneously, the average end-to-end packet delivery 
delay decreases.

Efficient routing protocol algorithms are designed to 
attain the best PDR while limiting energy consumption and 
end-to-end delay. Therefore, different routing protocols have 
different PDRs.

Attaining high PDR values for an effective routing pro‐
tocol is related to the problem of reducing the negative 
effect of energy holes/void areas. Studies of the effect on 
the PDR of different numbers of void areas in the water area 
with a fixed number of nodes showed that the PDR increases 
with increasing node density in the water area with the 
same number of void areas for effective routing protocols.

The PDR is also related to network load (Shental et al., 
2005). As a rule, with an increase in network load (the 
number of packets forwarded per unit time), the number of 
lost packets increases, which decreases the PDR. Therefore, 
routing protocols under development are aimed at improv‐
ing functioning related to increasing network bandwidth 
and reducing long end-to-end delays.

It follows from this brief overview that the range of 
research areas related to the development of an energy-
efficient and reliable underwater hydroacoustic network is 
broad. The studies show that the problem to be solved is 
multiparameter and multicriteria, and the simultaneous 
consideration of many interrelated parameters, constraints, 
and requirements is problematic. We cannot discuss opti‐
mal network development in a global sense yet, because 
this requires building a complicated mathematical/simu‐
lation model hierarchy that is adaptive to real dynamically 
changing medium characteristics and that operates with big 
data (Rahman et al., 2023; Wang et al., 2017; Jahanbakht 
et al., 2021).

An alternative approach to a comprehensive analysis can 
be proposed, which consists of a simple stochastic model 
of UWASN functioning evaluation, using a generalized 

system that combines the different parameters relating to 
the processes of the lower levels of the OSI. Such a system 
allows us to conduct an engineering analysis of network 
functional characteristics in terms of the connectivity of 
the system. The term connectivity was introduced for ter‐
restrial wireless networks. For underwater applications, 
this term was used in relation to optical sensor networks, 
where coherence was understood as a geometric character‐
istic determining the line-of-sight location of two nodes, 
as well as in relation to underwater network topology con‐
trol (Datta and Dasgupta, 2023; Sutagundar et al., 2022; 
Choudhary and Goyal, 2022; Li et al., 2022; Sharma and 
Bindal, 2014; Arivudainambi et al., 2017; Choudhary and 
Goyal, 2021; Chaudhary et al., 2022; Fattah et al., 2022; 
Hong et al., 2018; Coutinho et al., 2018; Hefeeda and 
Ahmadi, 2007; Tan and Wu, 2004; Yang et al., 2015; Liu 
et al., 2014). In the context of this work, connectivity is 
defined as a stochastic functional characteristic of UWASN, 
reflecting the ability of the network to establish reliable 
communication between all network components. The influ‐
ence of several technical and physical parameters on ensur‐
ing network connectivity is investigated using this approach 
in this work.

In contrast to the reviewed works, the authors propose 
the following innovative approaches to solving the problem 
of constructing an optimal hybrid UWASN:

1) A parametric probabilistic model that allows for qual‐
itative and quantitative assessments of the functional char‐
acteristics of the UWASN in analytical form.

2) Basic trajectory options for a mobile gateway, based 
on which an analytical prediction of the most suitable tra‐
jectory at the considered network scale is made. These data 
can serve as initial approximations for numerical models to 
refine the optimal solution.

3) A new connectivity criterion, which is a generalized 
characteristic including the probabilistic criteria of network 
reliability and efficiency. This criterion indirectly determines 
the network lifespan.

3  3D communication architecture of a UWASN

This section presents the 3D communication architec‐
ture of a UWASN, introduces the main notations, and gives 
the simplifying assumptions. Four methods for deploying 
reference nodes in the water area are selected and justified.

It is assumed that the UWASN is in the water area in a 
physically heterogeneous medium and has the form of a 
3D orthogonal lattice (Figure 1). We assume that the 2D 
levels in the 3D lattice located near the surface, in the 
water column, and near the bottom are parallel and in lay‐
ers of the medium that are homogeneous in terms of tem‐
perature, density, salinity, and turbidity. Therefore, each 
layer is characterized by its signal attenuation coefficient 
(Figure 1).
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In each layer there are several reference nodes deployed 
in a certain way. Information from ordinary nodes is trans‐
mitted to the nearest reference node. Ordinary sensors mea‐
sure some set of physical parameters of the medium, pro‐
cess this data, and transmit this information directly or 
through a set of neighbors to the nearest reference node. 
Ordinary sensors first transmit packets to the reference 
sensors of their layer, and then the reference sensors trans‐
mit packets vertically upward to the reference sensors of the 
upper layers. Due to the peculiarities of signal propagation 
in the marine layered medium (the vertical distribution of 
temperature along the depth is uneven; therefore, the speed 
of sound along the depth is also uneven), the direction of 
signal propagation curves toward the layer with a lower 
sound speed. Therefore, zones of signal absence or attenua‐
tion appear. The vertical distribution of sound velocity var‐
ies with the time of year and the current weather; there‐
fore, it is difficult to predict the quality of hydroacoustic 
communication. The proposed model assumes that signal 
transmission is strictly vertical because when the signal 
propagates along the normal to the horizontal layers with 
the same sound velocity, there is no curvature of the signal 
propagation direction, and the packet delivery does not 
depend on the vertical sound velocity distribution by depth 
(Ahmed and Younis, 2019).

It is assumed that the network functioning time between 
two measurements is equal to T (cycle time). During this 
time, all measurement results must be delivered to the WG 
mobile gateway.

The cycle time can be different for different applica‐
tions and ranges from a few minutes to hours or even days. 
In addition, T must correlate with the technical (speed) 
capabilities of the WG mobile agent of the network. There‐
fore, the cycle time is supposed to be such that the WG 
has time to traverse across all the reference nodes located 
in the water area of the given size during this time. Cer‐

tainly, the WG speed characteristics impose strict restric‐
tions on the size of the serviced water area and on the satis‐
faction of the cyclic data acquisition requirements. There‐
fore, more than one mobile agent may be required for an 
effective solution to the applied problem. In this work, we 
consider the base case of a single mobile agent servicing 
the water area during the time interval T.

Each of the sensor subsystems—data acquisition, process‐
ing, and transmission—needs energy from an electric bat‐
tery, but the main consumer is a transmitting modem, which 
needs approximately a million times more energy to trans‐
fer one bit of data than is needed to collect or process one 
bit in the microcontroller. So, accurate evaluation of the con‐
nectivity of an underwater wireless sensor network is deter‐
mined by estimating the energy consumed by the sensor to 
send packets according to the selected network protocols.

Consider a wireless sensor network in which all sensors 
are divided into clusters based on proximity to a particular 
reference node. Each cluster contains one reference node 
and several ordinary nodes. The most general case of such 
an architecture is a wireless sensor network, in which any 
sensor in a cluster can function as a reference node at dif‐
ferent points in time. Such a network is efficient and scal‐
able, provided that the reference node is chosen rationally 
at a particular point in time. Examples of reference node 
selection protocols are the well-known low-energy adaptive 
clustering hierarchy (LEACH) or base-station controlled 
dynamic clustering protocol (BCDCP) (Heinzelman et al., 
2002; Vhatkar et al., 2015), which rely on selecting the 
device with the highest residual energy level. Suppose that 
each of the devices generates packets with some periodicity 
and transmits them to a reference node. There are two vari‐
ants of data transmission within the cluster: direct trans‐
mission of packets from each sensor directly to the refer‐
ence node without transits or transit transmission using some 
sensors of the same cluster as intermediate ones.

A sensor can lose the ability to transmit data to a refer‐
ence node at any time for many reasons: external influences, 
hardware failure, software failures, etc. However, one event 
inevitably leads to node failure—the discharge of the sen‐
sor node battery. Obviously, the occurrence of this event 
depends on the initial capacity of the battery and the total 
energy consumption during the functioning of the node. The 
energy consumption, in turn, is a random variable that is 
influenced by the following parameters of the UWASN:

1) Amount of data transmitted, related to the scale of the 
network and the total number of sensors n2.

2) Modem power Ps.
3) Selected carrier frequency f and data bit rate fbit.
4) Cluster scale related to the number of reference 

nodes m.
5) Number of hops (transits) during packet transmission.
6) Distribution of sensor devices in space—the depth of 

layers from the surface hi and the density of sensor devices, 

Figure 1　 3D underwater wireless acoustic sensor network model 
with a single mobile gateway (wave glider) for an arbitrary n × n × 3 
network dimension
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in our case, it is the distance between sensors on the hori‐
zontal level r.

7) Routing protocols and their characteristics—in the 
present work, we vary the number N of allowed retrans‐
missions of one packet between neighbors.

8) Parameters related to the physical characteristics of 
the medium, such as the signal attenuation coefficient β 
and the noise level in the water area SNR.

Not all attempts to transmit a packet from a sensor node 
to a neighbor can be successful. Assuming the possibility 
of multiple transmission attempts at intervals, the packet 
delivery from the sensor device to the reference node will 
be a random variable that depends on the connectivity 
probability of the network. Assume that after a fixed num‐
ber of transmissions N no packet is delivered to the nearest 
neighbors, the packet is considered lost, and the sensor 
proceeds to forward the next packet standing in the queue.

The division of the sensor network into clusters is pri‐
marily determined by the optimal location of the reference 
nodes because all information from the ordinary nodes 
flows to them. Obviously, the bandwidth of the reference 
node is limited, and if the network is large and the refer‐
ence node location is poor, bottlenecks may appear, where 
the energy consumption increases sharply, leading to rapid 
battery discharge. To prevent this, in this work, we investi‐
gate several options for the location of reference sensors in 
each layer, affecting the throughput of the network and, 
therefore, its reliability and efficiency.

Option 1: Locating the reference nodes along one side 
(the coastline) of the lattice of each layer (Figure 2(a)). In 
this case, the WG needs to traverse only one side. Such a 
network architecture does not require the WG to enter the 
water area and simplifies the task of its positioning. How‐
ever, this architecture can be very inefficient in terms of 
energy consumption, as the number of retransmissions from 
the opposite side can be extremely high.

Option 2: Partitioning the orthogonal lattice in each hor‐
izontal layer into a finite number of smaller square sublat‐
tices (Figure 2(b)). On each sublattice, the ordinary nodes 
send packets to the central reference node, which in turn 
sends information vertically through the reference nodes 
of the other layers on the WG. In doing so, the WG needs 
to traverse the entire water area and send alerts to the refer‐
ence nodes of the upper layer to establish communication 
and receive packets from them. This network architecture 
may be optimal in terms of energy consumption and pre‐
vention of packet bottlenecks. However, it is extremely 
unprofitable in terms of solving the problem of WG posi‐
tioning when it sequentially traverses the reference nodes.

Option 3: Deployment of reference nodes along the perim‐
eter of each horizontal layer of the UWASN (Figure 3(a)). 
In this case, the WG needs to traverse only the perimeter of 
the water area. A particular case of this arrangement is the 
perimeter traversal of the inner square of the smaller water 

area (Figure 3(b)). It can be assumed that traversing the 
perimeter can be energetically beneficial for small water 
areas, the traversing of which does not take much time. 
Traversing the inner square can be optimal for water areas 
of any size. The smaller the inner square perimeter, the 
faster the WG can traverse it. However, it is necessary to 
study this arrangement in terms of energy consumption.

To determine the optimal network architecture, a mathe‐
matical model is used based on a probabilistic approach 
(Fedorova et al., 2022) and the criteria for the optimal 
functioning of the UWASN in terms of connectivity. This 
considers the restriction on the maximum number of retrans‐
missions N required for successful delivery of the packet.

More specific numerical values for the design parame‐
ters used in modeling the UWASN are provided in Section 4. 
These parameters include the technical characteristics of 
the transmitting and receiving devices, the network topol‐
ogy, and the physical characteristics of the medium.

4  Design parameters for the UWASN modeling

4.1  Technical characteristics of transmitting and 
receiving devices

Hydroacoustic communication has severe physical limi‐

Figure 2　Underwater acoustic sensor network (UWASN) models 
in an arbitrary layer. The red circles are reference nodes transmitting 
packets vertically upward to the mobile gateway
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tations on the speed of information transmission due to the 
narrow bandwidth of the transmitted signals. These limita‐
tions are stricter the greater the distance between the sen‐
sors. The achievable data rate is limited by Shannon’s the‐
orem to the selected bandwidth and the value of the SNR 
at the receiving antenna. The bandwidth depends on the 
carrier frequency and the antenna quality coefficient and is 
usually between 10% and 50% of the carrier frequency. In 
this work, the central frequency of the modem is taken 
to be f = 60 kHz, the bandwidth is B = 30 kHz, the bit rate 
is fbit = 12.8 kbit/s, and the communication range exceeds 
1 000 m.

Hydroacoustic modems with a significantly greater com‐
munication range have a lower rate of information trans‐
fer, and vice versa; high-speed modems have communica‐
tion ranges that are much less than that adopted in this work. 
The modem parameters accepted in this work are selected 
for the network parameters, are technically realizable at 
present, and are already implemented in commercial 
modems (Climent et al., 2014; Zia et al., 2021).

It is assumed that all transmitted packets s have the same 
length Nbit = 256 bits, and in addition to the measured envi‐
ronmental characteristics, the package contains the neces‐
sary service information. Then, the total time for packet 

transmission and confirmation of delivery ts is determined 
by the following ratio:

ts =
Nbit

fbit

= 0.02 (1)

Thus, increasing the bit rate reduces the sending time of 
the packet and lowers the power inputs at the same trans‐
mitted power.

The maximum acoustic power intensity transmitted by 
the modem antenna is limited to a value of 10 W/cm2 in 
water (Margulis and Margulis, 2005). When this power is 
exceeded, cavitation begins, and the transmitting efficiency 
drops sharply. Therefore, to increase the acoustic power of 
the transmitted signal, it is necessary to increase the antenna 
area. In practice, for a high-speed modem operating at fre‐
quencies from 60 kHz to 90 kHz, the geometrical dimen‐
sions of the antenna should not be more than 2–2.5 cm2, 
and modem power should not exceed the value of 20–25 W. 
This is because transmission with large antenna dimensions 
becomes directional, causing the transmission power in cer‐
tain directions appears several times lower than average, 
which limits the communication range in that direction 
(Singh, 2020). In this work, the following energy charac‐
teristics of the modem are defined for qualitative and quan‐
titative analysis of the efficiency and reliability of the 
UWASN (Miguel, 2003):

1) Ps = 25 W is the maximum transmitted power of the 
transmitting modem.

2) Es = Psts = 0.5 J is the energy required to send one 
packet.

3) Pw = 0.3 W is the power spent on waiting for and receiv‐
ing the packet, an empirical figure for the processor system 
waiting to receive the packet.

4) Pinf ≈ Pw is the power spent on receiving info pack‐
ets. This is the average power of a running processor sys‐
tem with low energy consumption.

5) E0 = 864 kJ is the capacity of the 12 V battery (Ulves‐
tad, 2018).

4.2  Topology of the network

The network topology is a cubic orthogonal lattice of 
dimension n × n × m, with sensors located at its nodes. In 
this work, we consider two sizes of UWASN: small (n = 10) 
and large (n = 50). The third dimension, m, defines the 
number of layers at a depth of H = 850 m where the sen‐
sors are located. The simplest configuration consists of 
m = 3 layers, where layer d0 is near the free surface, layer 
d1 is in the water column, and layer d2 is near the bottom. In 
the proposed model of the UWASN, the distance between 
the sensors in the layer is taken as fixed and equal to r =
1 000 m, and the distance between the layers is h = 400 m. 
The upper and lower layers are at lbott = 20 m from the 
bottom and at lsurf = 30 m from the surface, respectively 
(Figure 1).

Figure 3　Underwater acoustic sensor network (UWASN) models 
in an arbitrary layer. Red circles are reference nodes transmitting 
packets vertically upward to the mobile gateway
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4.3  Physical characteristics of the medium

Partitioning into layers allows us to study the depen‐
dences of the functional characteristics of the UWASN not 
only on depth, but also on such physical parameters as the 
characteristics of waves on the water surface or turbidity 
and inhomogeneity of suspensions near the bottom. The 
near-surface layer is very different from the rest of the 
marine environment (Fox-Kemper et al., 2022). It is char‐
acterized by an abnormally high concentration of gas bub‐
bles, which leads to increased sound scattering and absorp‐
tion, as well as increased acoustic nonlinearity. The scatter‐
ing coefficient in the bottom layer depends on the particle 
size distribution and concentration of suspensions and var‐
ies significantly depending on the type and concentration of 
suspended solids.

Estimation of the attenuation coefficient β0 ( f ) in clear 
water at zero depth at a given sound frequency f = 60 kHz 
is obtained by the Equation (Thorp, 1965):

β0( f ) =
0.1 f 2

1 + f 2
+

40 f 2

4 100 + f 2

+2.75 × 10− 4 f 2 + 0.000 3(dB/km )

(2)

Considering the hydrostatic pressure at depth h (Andre‐
eva, 1975), determined by:

α (h) = (1 − 6.54 × 10− 5h)
and empirical estimates of the coefficient k of influence of 
the bubble layer and muddiness in the upper layer d0 and 
suspension near the bottom layer d2 (Urick, 2013), the fol‐
lowing numerical values for the signal attenuation coeffi‐
cient β = kα (h) β0 ( f ) at depth h are obtained:

1) β0 = 29.3 dB/km in the upper layer d0.
2) β1 = 19.2 dB/km in the middle layer d1.
3) β2 = 26.0 dB/km in the bottom layer d2.
The obtained results agree with the empirical data given 

by Andreeva (1975). Analytical calculations, based on the 
latest research, can refine the values of β. For instance, 
considering bubble dynamics (Zhang et al., 2023) can pro‐
vide a more accurate estimation of the surface layer turbid‐
ity. This will be investigated in future studies.

Ambient noise is characterized by the decibel intensity 
measured with a nondirectional receiver with reference to 
the intensity of a plane wave in which the root mean 
square (RMS) pressure is 1 µPa. The noise level in dB 
using various empirical formulas was estimated by Stoja‐
novic (2007).

The simplest formula gives the approximate linear depen‐
dence of noise level in dB on frequency as 10 log10 N ( f ) ≈
N1 − σ log10 f. At parameter values N1 = 50 dB relative to 
1 µPa and an empirical coefficient σ = 18, the noise level 
at f = 60 kHz is 63 dB. The maximum possible value of 

the noise level in water determined by Stojanovic (2007) 
is 110 dB. This model assumes that the noise level is con‐
stant in each water area for a given season and weather 
condition.

Following Stojanovic (2007), in this work, we consider 
not the absolute values of the noise level but the SNR0, cal‐
culated in clear water at β = 0. Estimates made for the 
selected modem power Ps = 25 W and carrier frequency 
f = 60 kHz, at a distance of r = 1 000 m result in a value 
of SNR0 = 16.5 dB.

Section 5 introduces the main new concept—the gener‐
alized UWASN connectivity metrics.

5  Generalized UWASN connectivity metrics

Physical layer protocols typically use signal generation 
and processing algorithms which cannot be changed by the 
user. Typically, physical layer algorithms make a compro‐
mise between data rate and reliability. For example, inco‐
herent signal generation and processing methods provide a 
high probability of packet delivery and a low probability 
of bit error but a low data rate (approximately hundreds of 
bits per second). On the contrary, coherent methods of sig‐
nal generation and processing are characterized by a high 
probability of bit error but high data transmission speed 
(tens of kilobits per second). Incoherent methods provide 
digital communication in conditions of high variability 
of the received signal characteristics (Doppler distortion-
frequency shift and Doppler spectrum broadening). Coher‐
ent methods allow digital communication in conditions of 
multipath signal scattering, leading to fading and intersym‐
bol interference, but do not allow for high variability of 
signal reception conditions (they only work well in slowly 
changing conditions; Kebkal et al., 2019).

The probability of packet reception errors in coherent 
signal detection can be estimated using the Gaussian error 
integral:

qbit( x) =
1

2π
∫
x

∞

exp ( − u2

2 )du,　x =
a1 − a2

2σ0

(3)

In this case, antipode signals with equal energies are trans‐
mitted, and the receiver outputs the following components: 

a1 = Ebit  for the transmitted signal s1(t ) и a2 =− Ebit  

for the transmitted signal s2(t ), where Ebit = Pstbit is the bit 
energy, tbit = 1/fbit is the time expressed in bit rate. For addi‐
tive white Gaussian noise, the variance σ 2

0 outside the cor‐
relator can be replaced by Pn0

/2, where Pn0
= Pn /B is the 

noise power spectral density. Then, given that the powers 
relate to each other as squares of the pressures for the 
variable x included in Equation (2), we have the following.
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x =
2Ebit

Pn0

=
2B
fbit

Ps

Pn

=
2B
fbit

ps

n
(4)

Here, n is the rms interference pressure at a given fre‐
quency. Assuming that the medium is absorbing and the 
transmitting antenna is nondirectional, the ratio of acoustic 
pressure at the antenna of the receiving modem to the inter‐
ference pressure can be expressed as follows:

ps

n
=

ps0
r0

nr
10− 0.05 ⋅ β ⋅ r (5)

where ps0
 is the transmitted pressure at a point, with refer‐

ence to the plane of the transmitting antenna at r0 = 1 m, r 
is the distance between the transmitting and receiving 
modems. The pressure of the acoustic signal at the receiving 
antenna decreases with an increase of distance r and the 
signal attenuation coefficient β. Given the decibel SNR (r ) =

20 log10( ps0
r0 /nr ) for the variable x we finally have the fol‐

lowing expression:

x =
2B
fbit

100.05( )SNR ( )r − β ⋅ r (6)

Then, the probability of correct packet reception p ( x ) 
when sent once to a neighboring sensor can be calculated as

p ( x) = 1 − qbit( x) (7)

This probability is only determined by the variable x, 
which in turn depends on static parameters—technical char‐
acteristics of the modem, network topology, and physical 
parameters of the medium in the water area. It does not 
depend on dynamic features of the functioning of the whole 
network, that is, on the selected protocols or dynamic rear‐
rangement of routes. This variable x can be called a gener‐
alized network connectivity metric.

Analysis of this metric allows us to choose the network 
topology and optimal distance between sensors at the first 
stage of network architecture creation, knowing, for exam‐
ple, the technical characteristics of the modem and physi‐
cal conditions in the water area.

As a specific example, in this work, we chose a modem 
operating in the B = 30 kHz frequency band, with a com‐
munication bit rate of fbit = 12.8 kbit/s. SNR in the given 
frequency band was recalculated to the SNR at a distance 
of 1 km without considering the absorption and scattering 
coefficients, as equal to SNR0 = 16.5 dB. Substituting all 
selected values into the connectivity metric in Eq. (5), we 
see that one parameter, the distance r between sensors in 
horizontal layers, remains undefined. Varying it in the 
range from 500 ≤ r ≤ 1 500 meters and substituting metric (5) 
in Equation (6) for package delivery probability, we study 
the dependence p ( x ) = p (r ). Figure 4 shows the depen‐

dence of the single delivery probability p (r ) on the dis‐
tance between sensors r in horizontal layers d0, d1, and d2 
at the three corresponding signal attenuation coefficients 
β0, β1, and β2 defined in Section 4.3.

Substituting β = 0 into Equation (5), we see that the choice 
of the distance between sensors r = 1 000 m provides packet 
delivery in clear water with 100% probability. Using the 
previously obtained values of β0, β1, and β2 in each water 
layer and Equations (5) and (6), we calculate their respec‐
tive probabilities of packet delivery p0, p1, and p2 in layers 
with different turbidities. For the model considered in this 
work, their values are constant, i.e., p0 = 0.5, p1 = 0.95, and 
p2 = 0.7. The same result can be seen from the graphs 
(Figure 4).

The obtained values of packet delivery probability for 
the three considered layers differ with depth. Assume that 
fewer than 5% of packets are allowed to be lost to ensure 
successful packet delivery to the gateway. Under this con‐
dition, it becomes clear that it is necessary to increase the 
network capacity for layers d0 and d2.

Equations (5) and (6) show how the generalized net‐
work connectivity metric x can be changed in two ways to 
improve network throughput, as follows:

1) Change the modem specifications.
2) Change the network topology by placing the sensors 

closer to one another.
However, even after selecting the stationary parameters—

the technical characteristics of the modem, network topol‐
ogy, and probability of packet delivery to a neighbor under 
the given water area physical conditions—there is still the 
possibility of dynamic network optimization by changing 
the protocol parameters or rearranging routes by partition‐
ing nodes into new clusters.

We now introduce some additional requirements to the 
routing protocol. Assume that multiple packet retransmis‐
sions between sensors are possible. However, if after a fixed 
number of retransmissions to a neighbor, a particular packet 
is not delivered, it is considered lost, and the sensor pro‐
ceeds to forward the next packet in the queue. Let N be the 
maximum allowed number of retransmissions of one packet 

Figure 4　Probabilities of packet delivery as a function of the distance 
between sensors r for three attenuation coefficients β0, β1, and β2 (in 
layers d0, d1, and d2, respectively)
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by each sensor. A reasonable choice of the number of retrans‐
missions will increase the probability of packet delivery 
and, conversely, will reduce the time costs of the network. 
Then, expression (6) for the probability of correct packet 
reception can be rewritten as follows:

P ( x, N ) = 1 − qbit
N( x) (8)

The UWASN architecture assumes a certain number of 
clusters M = { 1, 2, …, m }. In each cluster, ordinary sensors 
transmit packets only to their reference node. Consider an 
arbitrary ith cluster. An ordinary sensor is at the kith level 
of distance from the ith reference node, if ki hops through 
other sensors of the cluster are required to deliver a packet 
from this sensor to the ith reference node. For convenience, 
we assume that the reference nodes themselves have level 
k = 0. Then, the probability of packet delivery from the 
kith distance level to the reference node, when the proba‐
bility of cluster connectivity is Pki

( x, N ), can be defined by 

the following expression:

Pki
( x, N ) = [1 − qN

bit( x) ] ki

(9)

Equation (8) shows that the greater the value of distance 
level ki, the lower the probability of packet delivery to the 
reference node and the lower the connectivity of the clus‐
ter. Each ith cluster has a sensor that is farthest away. It will 
take k max

i  hops to the reference node to forward its packet. 
In other words, we can say that k max

i  is the longest path in 
the ith cluster or the number of distance levels in that clus‐
ter. Let us compare clusters with one another on this fea‐
ture. Let

kmax = max{k max
1 , k max

2 , ⋯, k max
m }

be the longest path in the whole network. The length of this 
path can be dynamically changed by changing the location 
of the reference nodes. Then Pkmax

( x, N ), or the probability 

of successfully sending a packet to the gateway from the 
farthest sensor in the whole network, can be considered as a 
probabilistic criterion of network connectivity. The greater 
its value, the more reliable and efficient the network will 
be.

In Section 6, the generalized UWASN connectivity met‐
rics are used to develop a probabilistic mathematical model 
for network operation.

6  Mathematical model

The aim of this section is to develop a stochastic model 
of the 3D network functioning to determine and optimize 
its main characteristics using probabilistic criteria based 
on the connectivity metric obtained in Section 5. From the 

standpoint of the stochastic connectivity criterion, the effec‐
tiveness of each of the previously proposed arrangements of 
reference nodes is considered. These arrangements include 
dividing the network into sublattices with reference nodes 
located at their centers and placing reference nodes along 
the perimeter of the water area, along the inner perimeter 
of the water area, or along one of the sides. Two criteria 
are defined:

1) A probabilistic criterion of network reliability that 
estimates the percentage of lost packets in the network. The 
lower the percentage of lost packets, the higher the reli‐
ability of the network.

2) A probabilistic criterion of network efficiency that 
estimates the total and relative energy consumption for send‐
ing all packets to the gateway in one cycle. The lower these 
consumptions, the more effectively the network operates.

The construction of these criteria for a multilayered 3D 
area is discussed in Sections 6.1 and 6.2.

6.1  Probabilistic criterion of network reliability

Let the total number of transmissions in the network be 
denoted by L. Given a probability p of successfully deliv‐
ering a packet from a sensor to its nearest neighbor and the 
possibility of sending packets an unlimited number of times, 
the expected number of transmission attempts between 
neighboring sensors required for successful delivery is 1/p. 
The total expected number of transmissions in an n × n net‐
work can be determined by the following expression:

Lp(n) =
L
p

(10)

This approach was used by Fedorova et al. (2022). How‐
ever, this approach is impractical from a time cost perspec‐
tive; moreover, from an energy perspective, it is too energy 
intensive. Therefore, in this work, it is assumed that if a 
packet is not successfully delivered to all neighbors after a 
fixed number of transmissions N, it is considered lost, and 
the sensor moves on to transmitting the next packet in the 
queue.

As demonstrated in what follows, the introduction of a 
fixed number N of retransmissions refines the probabilistic 
formulas and introduces the concept of the packet loss ratio 
(PLR) as a measure of network reliability. The allowed 
number of retransmissions N is also included in the proba‐
bilistic connectivity criterion Pkmax

( x, N ) and is a crucial 

parameter in configuring the network’s function.
If the number of reference nodes is m, then the number of 

ordinary nodes, and therefore the number of packets requir‐
ing transmission S (n, m) = n2 −m.

All parameters in the metric x in Equation (5) are fixed 
at the first optimization stage. The only adjustable parameter 
is the attenuation coefficient β because we are interested in 
the changes in the delivery probability depending on the 
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layer depth. We denote the packet loss probability for a sin‐
gle transmission in Equation (2) as qbit( x) = qbit( β ) = q, and 

for N retransmissions, qN
bit( x) = qN

bit( β ) = qN = q1. The packet 

delivery probability introduced in Equation (6) is defined as 
p ( x) = p ( β ) = p = 1 − q, and the probability introduced in 

Equation (7) is defined as P ( x, N ) = P ( β, N ) = p1 = 1 − q1.

Let pk = Pk( x, N ) = Pk( β, N ) denote the packet delivery 

probability from the k-th level of distance to the reference 
node (see Equation (8)), and let qk = 1 − Pk( x, N ) = 1 −
Pk( β, N ) denote the packet loss probability on that path. 

Therefore, the delivery of each packet from the kth level 
of distance follows a Bernoulli distribution with probabili‐
ties of success pk and failure qk. It follows that:

pk = pk
1 = [1 − qN ] k

,

qk = 1 − pk　1 ≤ k ≤ n − 1
(11)

We assume that all ordinary nodes in the network are 
uniformly divided into clusters; that is, each cluster con‐
tains one reference node and the same number of ordinary 
nodes and has the same levels of distance kmax. At each 
level, they are also uniformly divided into clusters—if there 
are Sk sensors at level k, then S m

k  sensors will send packets 
to one reference node, and Sk = mS m

k .
Let PLR denote the average packet loss ratio in the net‐

work, that is, the average percentage of packets that are 
not delivered to the reference nodes. Knowing the proba‐
bility qk of losing a packet at the kth level, the number of 
distance levels in the cluster kmax, and the number of pack‐
ets at each level Sk(n), where 1 ≤ k ≤ kmax, we can obtain a 
general formula for PLR as a percentage. Substituting its 
expression (10) instead of qk and using Equation (8) for the 
connectivity probability, we finally obtain the network reli‐
ability formula as follows:

PLR ( β, n, N, kmax ) =∑
k = 1

kmax Sk( )n

S ( )n, m ( )1 − Pk( )β, N × 100%

(12)

The number of levels kmax and packets on them Sk depends 
on the specific locations of reference nodes in the net‐
work and, in general, depends on the scale of the network 
Sk = Sk(n).

Thus, in our model, the network reliability depends on 
the network scale (the water area size) n, the signal attenu‐
ation coefficient in the water area β, and on two dynamic 
parameters—the maximum number of packet retransmis‐
sions N and the maximum distance level (maximum packet 
path length) kmax, which is determined by the selected loca‐
tions of the reference nodes. A detailed analysis of the 
interdependence of these parameters is provided in what 
follows.

We assume that the network operates reliably if less than 
a fraction θ of the total number of packets is successfully 
delivered to the mobile gateway. This means that the losses 
can be no more than 1 − θ, which leads us to the need to 
solve the equation:

∑
k = 1

kmax

Sk(n)qk = (1 − θ ) (n2 − m)
Let θ = 0.95, which means that the losses should exceed 

1 − θ = 0.05. The corresponding PLR equation is solved 
graphically for each location of the reference nodes.

In the limit N → ∞, the packet loss probability qk → 0, 
and therefore, PLR → 0. This case corresponds to the case 
presented by Fedorova et al. (2022), where packet losses 
were not considered.

6.2  Probabilistic criterion of network efficiency

The energy consumption, which depends on the number 
of packet retransmissions N, can be calculated as follows.

We consider a packet located at the kth level of distance 
and determine the expected number of retransmissions 
required to successfully deliver the packet to the reference 
node. Let η i be a random variable representing the number 
of retransmissions of this packet when transmitted from 
level k − i + 1 to level k − i, where 1 ≤ i ≤ k. The expected 
number of retransmissions 

-
η1 from the kth level to the 

neighboring one (that is, i = 1) can be calculated using the 
formula:

-
η1 = ∑

j = 1

N − 1

jq j − 1 p + NqN − 1 =
1 − qN

p

The distributions η i for i > 1 depend on whether the 
given packet was successfully delivered to the previous 
level k − i + 1. If it was not (with probability qi − 1), then 
there will be no retransmissions (η i = 0); otherwise, the prob‐
ability must be multiplied by the probability of successful 
delivery to the previous level pi − 1. The average number of 
retransmissions will be:

-
η i = pi − 1

1 − qN

p

Let l ( β, k, N ) be the average number of hops required 
to deliver one packet from the kth level of distance to the 
reference node at the maximum number of retransmissions 
N. It can be found as follows:

l ( β, k, N ) =∑
i = 1

k -
η i =

1 − pk
1

1 − p1

  
p1

p

In the limit for an unlimited number of retransmissions 
N → ∞ the formula simplifies to:
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l ( β, k, ∞) =
k
p

Knowing the number of levels kmax and the number of 
packets on each level Sk, where 1 ≤ k ≤ kmax, we can obtain 
a general formula for the total number of transmissions in 
the network:

L ( β, n, N, kmax ) =∑
k = 1

kmax

Sk(n) l ( )β, k, N

Substituting the expression for lp(k, N ) into this formula 

and using Equations (7) and (8), we can finally obtain the 
total number of transmissions:

L ( β, n, N, kmax ) =∑
k = 1

kmax

Sk(n) 1 − Pk( )β, N

1 − P ( )β, N
 
P ( )β, N

p ( )β (13)

If the power consumption for waiting for and receiving 
packets is negligible (Pw ≈ 0), we can focus only on the 
energy consumption required for packet transmission. This 
assumption allows us to neglect the energy consumption 
for listening to the channel and waiting for packets. By 
doing so, we can compare different arrangements more 
efficiently in terms of the number of retransmissions. The 
total energy consumption of such an ideal network is only 
related to the energy consumed for packet transmission:

E ( β, n, N, kmax ) = L ( β, n, N, kmax ) Psts (14)

The higher the network load, the closer the actual network 
performance is to the ideal network functioning, as much 
of the time is indeed spent on packet transmission rather 
than waiting.

If we divide the average energy consumption for a finite 
number of retransmissions N by the maximum possible 
energy consumption at an unlimited number of retransmis‐
sions, we can obtain the equation for the relative energy 
consumption:

ε ( β, n, N, kmax ) =
E ( )β, n, N, kmax

E ( )β, n, ∞, kmax

× 100% (15)

So, all probabilistic criteria developed and constructed 
as part of the connectivity metric are expressed by 
Equations (11), (13), and (14) and contain the following 
two sets of parameters:

1) The signal attenuation coefficient in the water area β 
and the network scale n, which are static nonadjustable 
system parameters.

2) The maximum number of packet retransmissions N 
allowed by the selected protocol and the maximum number 
of distance levels in the cluster kmax, which are dynamically 
adjustable system parameters.

Assuming the static parameters to be predetermined, 
Section 7 presents a concept for selecting the optimal packet 
routing in the UWASN depending on the selected dynamic 
parameters.

7  Reference nodes location

In this section, the constructed reliability (Equation (11)), 
total energy consumption (Equation (13)), and relative energy 
consumption (Equation (14)) criteria will be applied to var‐
ious reference nodes placement in the network, consider‐
ing various maximum allowed retransmissions N.

7.1  Coastline (one side location)

The first option to consider is the case where the refer‐
ence nodes are placed along one side of the grid, as shown 
in Figure 2(a). For simplicity, we assume that on the selected 
side of the grid, all sensors in each layer are reference nodes, 
that is,

m = n,　S = n2 − n,　kmax = n − 1

In this case, we have Sk = n packets at levels k = 1, 2, …,  
n − 1. Thus, using Equation (11), we obtain the average 
percentage of lost packets as

PLR ( β, n, N ) =
( )1 − qN

bit( )β n
+ nqN

bit( )β − 1

( )n − 1 qN
bit( )β × 100%

Fedorova et al. (2022) showed that placing reference 
nodes along one of the sides could only be effective in the 
case of small-scale networks. Therefore, in this work, we 
investigate the case of n = 10.

Figure 5 shows PLR as a function of the maximum num‐
ber of retransmissions N at different layers of the water 
area. Here and in the remainder of Section 7, we assume 
that in the upper near-surface layer of sensors d0, the packet 
delivery probability is low and equal to p = 0.5; in the 
middle layer of sensors located in the water column d1, the 
packet delivery probability is high and equal to p = 0.95; 
and in the lower bottom layer of sensors d2, the packet 
delivery probability is equal to p = 0.7.

Figure 5 shows that in the middle layer of sensors d1, 
with p = 0.95, almost all packets will be delivered to the 
reference nodes with two retransmissions. However, in the 
lower layer of sensors d2, with p = 0.7, approximately 40% 
of packets will be lost in the network with two retransmis‐
sions. In the upper layer of sensors d0, with p = 0.5, most 
packets will be lost with two retransmissions. The situa‐
tion significantly improves with four retransmissions, and 
with 10 retransmissions, the delivery of all packets can be 
expected. Thus, we observe a strong dependence of the 
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required number of retransmissions on the depth of the 
sensor layer.

However, as the number of retransmissions increases, 
the energy consumption in the network also increases. To 
calculate the energy consumption, it is necessary to deter‐
mine the average number of retransmissions in the network 
using Equation (12), which in this case gives the expression:

L ( β, n, N ) = n
P ( )β, N

p ( )β ∑
k = 1

n − 1 1 − Pk( )β, N

1 − P ( )β, N
(16)

where multiplying the right-hand side by PsTs according to 
Equation (13), we obtain the average energy consumption 
E ( β, n, N ). In the limit N → ∞, Equation (10) takes the 

form:

L ( β, n, ∞) = ( )n3 − n2

2p ( )β
This result coincides with the one obtained by Fedorova 

et al. (2022).
Figure 6 shows the average energy consumption as a 

function of the maximum number of retransmissions N at 
different layers of the water area.

For any network configuration, there is a limiting num‐
ber of retransmissions N ≈ 10, at which energy consump‐
tion stops increasing and tends toward its limiting value, 
which was obtained by assuming N → ∞.

The relative energy consumption can be obtained by 
Equation (14) as follows:

ε ( β, n, N ) =
2P ( )β, N

n2 − n
∑
k = 1

n − 1 1 − Pk( )β, N

1 − P ( )β, N
× 100% (17)

Equation (17) is used to compare different reference 
nodes deployment.

7.2  Regular sublattices

The case of splitting the network into equal sublattices 
of the same dimensions is also of interest. This case is 
shown in Figure 2(b). We assume that each sublattice is a 
square grid of dimension l × l, where l is an odd number. 
Reference nodes are in the centers of these sublattices. To 
simplify the calculations, we assume that n2 is divisible by 
l2, that is, n2 = m × l2 (where m is the number of reference 
nodes). The dependence of the number of packets Sk at each 
level on the side length l of the sublattice, can be described 
by:

Sk = 4m min (k, l − k ) ,  1 ≤ k ≤ l − 1,

kmax = l − 1

Using Equation (11), we can find the average percentage 
of lost packets:

PLR ( β, l, N ) =

4
l2 − 1

∑
k = 1

l − 1

min (k, l − k ) ( )1 − Pk( )β, N × 100%

PLR does not depend on the network size n, but only on 
the sublattice size l.

For simplicity, only sublattices of a dimension l = 5 are 
considered. In this case, for a small network, we have m = 4, 
and for a large network, we have m = 100 reference nodes. 
This sublattice has four levels of distance between the reg‐
ular sensors and the reference nodes: four sensors on the 
first and fourth levels and eight sensors on the second and 
third levels. Taking this into account, we obtain the follow‐
ing expression for the average percentage of lost packets:

PLR ( β, N ) =
50
3

qN
bit( β )

×(15 − 14qN
bit( β ) + 6q2N

bit ( β ) − q3N
bit ( β ) )

Figure 7 shows PLR as a function of the maximum num‐
ber of retransmissions N at different layers of the water area 
(in this case, there is no dependence on the network size).

Figure 5　Average PLR as a function of the maximum number of 
retransmissions N (layers d0, d1, and d2, n = 10), one side reference 
nodes location

Figure 6　 Average energy consumption E as a function of the 
maximum number of retransmissions N (layers d0, d1, and d2, 
n = 10), one side reference nodes location
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In the middle layer of sensors d1, almost all packets will 
be delivered to the reference nodes with two retransmis‐
sions. In the lower layer of sensors d2, approximately 20% 
of packets will be lost in the network with two retransmis‐
sions (this percentage was significantly higher when the 
reference nodes were placed on one side). In the upper layer 
of sensors d0, half of the packets will be lost with two 
retransmissions. The situation significantly improves with 
four retransmissions. With N ≈ 10, the delivery of all pack‐
ets can be expected. In terms of packet delivery reliability, 
dividing the network into sublattices proves to be better 
than placing the reference nodes on one side.

To estimate the energy consumption, the average number 
of retransmissions in the network is determined using the 
general Equation (12):

L ( β, l, m, N ) =
4m ( )1 − qN

bit( )β
p ( )β qN

bit( )β
×∑

k = 1

l − 1

min (k, l − k ) ( )1 − Pk( )β, N

Considering the case of l = 5 simplifies the expression to:

L ( β, m, N ) =
4m

p ( )β (1 − qN
bit( β ) )

×(15 − 14qN
bit( β ) + 6q2N

bit ( β ) − q3N
bit ( β ) )

Multiplying the right-hand side by PsTs using Equation (13), 
we obtain the average energy consumption E ( β, m, N ). In 

contrast to the percentage of lost packets, the total energy 
consumption depends on the network size. In this case, we 
consider a large network (n = 50). As shown in Fedorova 
et al. (2022), it is more efficient to partition a large network 
into sublattices than to place the reference nodes along one 
side.

In the limit N → ∞, the formula takes the form:

L ( β, m, ∞) = 4m∑
k = 1

l − 1

min (k, l − k ) k
p

Figure 8 shows the average energy consumption as a func‐

tion of the maximum number of retransmissions N at dif‐
ferent layers of the water area for a large network (n = 50).

There is a limiting number of retransmissions N ≈ 10, at 
which energy consumption stops increasing and tends toward 
its maximum value. It is not possible to compare these 
results with those of the previous arrangement as they are 
studied on networks of different scales.

Therefore, we calculate relative energy consumption, 
which is used in the last section to plot comparative graphs. 
The relative energy consumption at l = 5 can be obtained 
by Equation (14):

ε ( β, N ) =
1
15 (1 − qN

bit( β ) )
×(15 − 14qN

bit( β ) + 6q2N
bit ( β ) − q3N

bit ( β ) )
The relative energy consumption, in this case, does not 

depend on the network size.

7.3  Outer perimeter of water area

The case of locating the reference nodes on the outer 
perimeter is shown in Figure 3(a). We assume that all nodes 
located on the outer perimeter of the network are reference 
nodes. The total number of reference nodes will be m =
4 (n − 1). The number of levels of distance between the 
ordinary sensors and the reference nodes depends on the 
evenness of n. For simplicity, only the case of even n is 
considered so that the number of levels can be determined 
by:

kmax =
n
2
− 1,　n = 2j

The number of packets on each level, in this case, is cal‐
culated as follows:

Sk = 4 ( )n − 2k − 1 , 1 ≤ k ≤ kmax

Using Equation (11), we can find the average percentage 
of lost packets:

PLR ( β, n, N ) =∑
k = 1

n
2
− 1

4 ( )n − 2k − 1
n2 − 4 ( )n − 1 ( )1 − Pk( )β, N × 100%

Figure 7　Average PLR as a function of the maximum number of 
retransmissions N (layers d0, d1, and d2), reference nodes located at 
the centers of regular sublattices Figure 8　 Average energy consumption E as a function of the 

maximum number of retransmissions N (layers d0, d1, and d2, 
n = 50), reference nodes located at the centers of regular sublattices
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Calculating the sum, we obtain:

PLR ( β, n, N ) =
100

( )n − 2
2
q2

1

×(n2q2
1 + 4q1((1 − q1 ) n 2 − n − 1) − 8 + 8 (1 − q1 ) n 2 )

where q1 = qN
bit( β ).

Fedorova et al. (2022) showed that placing the reference 
nodes on the outer perimeter can be effective only for 
small networks. Therefore, we will only consider the case 
of n = 10.

Figure 9 shows PLR as a function of the maximum num‐
ber of retransmissions N at different layers of the water area.

The graphs show that in the middle layer of sensors d1, 
almost all packets will be delivered to the reference nodes 
with two retransmissions. However, in the lower layer of 
sensors d2, approximately 20% of packets will be lost with 
two retransmissions. In the upper layer of sensors d0, approx‐
imately 40% of packets will be lost with two retransmis‐
sions. With four retransmissions, the situation improves 
significantly, and at N ≈ 10, it is expected that all packets 
will be delivered. However, with an increase in the num‐
ber of retransmissions, the energy consumption in the net‐
work also increases.

The average number of retransmissions in the network 
for even n is determined using Equation (12):

L ( β, n, N ) =
1 − qN

bit( )β
p ( )β qN

bit( )β ×

×∑
k = 1

n
2
− 1

4 (n − 2k − 1) ( )1 − Pk( )x, N

Calculating the sum, we obtain:

L ( β, n, N ) =
1 − q1

pq3
1

(n2q2
1 + 4q1((1 − q1 ) n/2 − n − 1)

                − 8 + 8 (1 − q1 ) n/2 )

Multiplying the right-hand side by PsTs using Equation (13), 
we obtain the average energy consumption E ( β, n, N ).

In the limit N → ∞, the formula takes the following form:

L ( β, n, ∞) =
1
6p (n3 − 3n2 + 2n)

This coincides with the result obtained by Fedorova et al. 
(2022).

Figure 10 shows the average energy consumption as a 
function of the maximum number of retransmissions N at dif‐
ferent layers of the water area for a small network (n = 10).

As in the previous cases (Fedorova et al., 2022), for a 
given network configuration, there is a limiting number of 
retransmissions N ≈ 10, at which energy consumption 
stops increasing and tends toward its maximum value. We 
cannot compare them with the previous arrangements 
because they are studied on networks of different scales.

To compare arrangements, we can calculate the relative 
energy consumption using Equation (14):

ε ( β, n, N ) =
6

n3 − 3n2 + 2n
 
1 − q1

q3
1

×(n2q2
1 + 4q1((1 − q1 )

n
2 − n − 1) − 8 + 8 (1 − q1 )

n
2 ) × 100%

where q1 = qN
bit( β ).

7.4  Inner perimeter of water area

The case of locating the reference nodes on an arbitrary 
inner perimeter is shown in Figure 3(b). Placing the refer‐
ence nodes on the outer perimeter works well for small 
networks but ceases to be an optimal arrangement for large 
networks. This is because the parameter kmax becomes 
exceptionally large, and ordinary sensors must make many 
transmissions to the perimeter where the reference nodes 
are located. For large networks, dividing them into sublat‐
tices becomes more optimal. However, such an arrange‐

Figure 9　Average PLR as a function of the maximum number of 
retransmissions N (layers d0, d1, and d2, n = 10), outer perimeter 
reference nodes location

Figure 10　Average energy consumption E as a function of the 
maximum number of retransmissions N (layers d0, d1, and d2, n = 10), 
outer perimeter reference nodes location
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ment of reference nodes has a significant disadvantage 
related to the necessity of positioning more than one WG 
at different internal points of the water area over the refer‐
ence nodes.

Therefore, it is proposed to allocate an inner perimeter 
of the water area for the reference nodes. In this case, the 
WG will need to be positioned on the perimeter of the 
square, which is not as difficult as navigating all the sublat‐
tices. But the number of transmissions kmax to the inner 
perimeter will be much smaller than to the outer perimeter.

To simplify the calculations, the reference nodes are 
supposed to be located inside the water area on a square 
perimeter such that the center of the square coincides with 
the center of the network. Let n be even, n = 2ν. Then, the 
number of possible perimeters for placing reference nodes 
will be equal to ν. These perimeters can be numbered, 
starting from the inner square, and we assume that the ref‐
erence nodes are located on the μth perimeter, 1 ≤ μ ≤ ν. 
The number of reference nodes will be m = 4 (2μ − 1), and 

the number of packets to be delivered to the reference nodes 
will be

S = n2 − 4 (2μ − 1)
The ordinary sensors can be divided into external and 

internal sensors with respect to the reference nodes. Accord‐
ingly, the task of determining the number kmax of levels of 
distance between ordinary sensors and the reference nodes, 
as well as the number of packets at each level Sk, also can 
be divided into two parts (Figure 3(b)). Let k in

max, S
in
k , k out

max, 
S out

k  denote these characteristics.
The determination of k in

max and S in
k  is made as in the case 

of the outer perimeter with the even grid size:

k in
max = μ − 1

S in
k = 4 (2μ − 2k − 1) ,　1 ≤ k ≤ k in

max

The values of k out
max and S out

k  are determined by:

k out
max = 2 (ν − μ)

S out
k = 4 ×

ì

í

î

ï
ïï
ï

ï
ïï
ï

2μ + k − 1, 1 ≤ k ≤ k out
max

2

2ν − ( )2μ + k − 1 ,
k out

max

2
+ 1 ≤ k ≤ k out

max

Using Equation (11), we can find the average percentage 
of lost packets:

PLR ( β, n, N, k in, out
max ) =

(∑k = 1

k in
max S in

k

S ( )1 − Pk( )β, N +∑
k = 1

k out
max S out

k

S ( )1 − Pk( )β, N ) × 100%

The PLR curves for all possible square perimeters μ are 
shown in Figure 11, considering the small network (n = 10) 
and placement of the sensors in layer d0. When μ = 5, the 
perimeter coincides with the perimeter of the water area.

From the graph, the highest PLR is observed for the 
smallest perimeter μ = 1 and the next one for μ = 2. The best 
result is observed for the perimeter μ = 4. This result is also 
observed in the other layers at different depths (data not 
shown).

In the case of a large network (n = 50) with a total num‐
ber of inner perimeters μ = 25, it is not expedient to plot 
such a large quantity of graphs. Therefore, the optimal val‐
ues of μ were numerically determined for different combi‐
nations of the number of transmissions N and packet deliv‐
ery probabilities p. It was found that this range is 19 ≤ μ ≤
21, depending on the chosen value of N.

Because the scale of the network is even (n = 2ν ), the 
number of retransmissions consists of two terms:

L ( β, n, N, k in, out
max ) =∑

k = 1

k in
max

S in
k  l ( )k, N +∑

k = 1

k out
max

S out
k  l ( )k, N

Multiplying the right-hand side by PsTs using Equation 
(13), we obtain the average energy consumption.

The average energy consumption as a function of the 
maximum number of retransmissions N for different values 
of μ in a small network (n = 10) are shown in Figure 12, 
for the upper layer d0.

The highest energy consumption is observed for the 
smallest perimeter μ = 1 and the next highest for μ = 2. 
Again, the best result is observed for the second-to-last 
perimeter, μ = 4. This result is also observed in the other 
layers at different depths (data not shown).

For a large network (n = 50) and a total number of inner 
perimeters μ = 25, the optimal μ values were found numeri‐
cally for different combinations of the number of retrans‐
missions N and packet delivery probabilities p. This range 
is again 19 ≤ μ ≤ 21 depending on the chosen value of N.

Figure 11　Average PLR as a function of the maximum number of 
retransmissions N (upper layer d0, n = 10, p = 0.5), inner perimeter 
reference nodes location
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Further, for comparison of the inner perimeter arrange‐
ment with the other arrangements, we take μ = 4 for a small 
network (n = 10) and μ = 19 for a large network (n = 50).

The relative energy consumption can be obtained by 
Equation (14):

ε ( β, n, N, k in, out
max ) =

L ( )β, n, N, k in, out
max

L ( )β, n, ∞
× 100%

In Section 8, a comparison of node arrangements will be 
conducted for different scales in terms of the criteria of 
energy efficiency and reliability.

8  Comparisons of different reference node 
arrangements

In Section 7, we investigated each reference node arrange‐
ment in terms of efficiency and reliability criteria, depend‐
ing on the network size and layer depth. In this section, the 
performances of different arrangements of reference nodes 
are compared using these criteria at different scales.

8.1  Small networks

In this section, a small network (n = 10) in the upper layer 
of sensors d0 (p = 0.5) is considered.

Figure 13 shows comparative graphs of PLR and the rel‐
ative energy consumption ε as a function of the maximum 
number of retransmissions N.

In Figure 13, the equilibrium points are found where the 
curves of the PLR and relative energy consumption inter‐
sect. This point corresponds to a value of 50% to 55% for 
all arrangements, that is, slightly more than half of the 
delivered packets at half of the maximum possible network 
load. As the number of retransmissions N increases, the 
network’s reliability increases because the proportion of 
successfully delivered packets increases, but the efficiency 
of the network decreases because energy consumption 
increases. The curves in Figure 13 are qualitative and do 

not allow for a rigorous quantitative analysis, but they pro‐
vide a visual comparison of the reference nodes arrange‐
ments. The number of transmissions required to reach the 
equilibrium point varies. The least efficient option in terms 
of the location of the equilibrium point is when the reference 
nodes are located along one side. Consecutive improvements 
in efficiency for small networks are seen when dividing 
the network into sublattices, followed by locating them 
along the perimeter. The most efficient arrangement is 
when the reference nodes are located on the inner perimeter. 
In Figure 13, the equilibrium point for this arrangement 
lies to the left of all others.

Thus, if the physical conditions in the water area are 
known, the protocol can be adjusted separately for each net‐
work to ensure the required level of reliability and efficiency.

In the other layers, the locations of the curves on the com‐
parative graphs remain the same. This suggests that locat‐
ing the reference nodes on the inner perimeter is optimal 
for small networks in any layer when using modems with 
identical technical characteristics and the same protocol 
settings for the number of retransmissions N. This arrange‐
ment provides higher reliability and efficiency of network 
operation than the others.

A comparative analysis of the total energy consumption 
for various arrangements for a small network in the upper 
layer of sensors d0 is shown in Figure 14.

Figure 12　 Average energy consumption E as a function of the 
maximum number of retransmissions N (layer d0, n = 10, p = 0.5), 
inner perimeter reference nodes location

Figure 13　 Average PLR and relative energy consumption ε as 
functions of the maximum number of retransmissions N (layer d0, n =
10, p = 0.5) for all reference nodes arrangements

Figure 14　Total energy consumption E as a function of the maximum 
number of retransmissions N (layer d0, n = 10, p = 0.5) for all reference 
nodes arrangements
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The most energy consumption in small networks occurs 
for the arrangement of reference nodes along one side, fol‐
lowed by dividing the network into sublattices and then by 
locating the reference nodes on the outer perimeter. The 
most energy-efficient arrangement is where the reference 
nodes are on the inner perimeter. This result is also observed 
in the other layers, although the absolute values of energy 
consumption vary—the lower the packet delivery probabil‐
ity, the higher the energy consumption.

The network is assumed to be reliable if it ensures suc‐
cessful delivery of 95% of packets.

A quantitative comparison of the reference nodes arrange‐
ments is presented in Table 1. To obtain meaningful results 
when filling in the table, it is necessary to round up the 
maximum number of retransmissions using the ceiling 
function, é ùN . In addition, we assume that the number of 
transmissions is always é ùN ≥ 2, even if the graph gives 
us a value of N ≈ 1.

The best characteristics are highlighted in bold in Table 1. 
For an arbitrarily unlimited water area, the deployment of 
reference nodes along the inner perimeter has the best 
characteristics for small networks.

8.2  Large networks

In this section, a large network (n = 50) in the upper layer 
of sensors d0 (p = 0.5) is considered.

Figure 15 shows PLR and the relative energy consump‐
tion ε as functions of the maximum number of retransmis‐
sions N.

In a large network, the situation changes significantly 
compared to the results obtained for a small network. The 
equilibrium points for all arrangements correspond to a 
value of approximately 55%; that is, slightly more than 
half of the packets are delivered at half of the maximum 
possible network load. However, the number of required 
retransmissions changes but the least efficient arrangement 
in terms of the equilibrium point location remains that of 
placing the reference nodes along one side. The next least 
efficient arrangement for large networks is the outer perim‐
eter, followed by placement on the inner perimeter. The 
most efficient option is dividing the network into sublattices.

In the other layers, the positions of the curves on the 
comparative graphs remain the same. From this, it can be 
concluded that dividing the network into sublattices is the 
optimal arrangement for large-scale networks when using 

modems with the same technical specifications and the 
same protocol settings for the number of retransmissions 
N. This arrangement provides higher reliability and effi‐
ciency of network operation than the others.

A comparative analysis of the total energy consumption 
for various arrangements for a large network in the upper 
layer of sensors d0 is shown in Figure 16.

The order of the curves in Figure 16 is the same as in 
Figure 14. Thus, the analysis of the graphs of the total en‐
ergy consumption confirms that for large networks, divid‐
ing the three-dimensional lattice into a finite number of 
sublattices is the most advantageous arrangement in terms 
of efficiency and reliability. However, as mentioned previ‐
ously, this architecture requires several wave gliders acting 
as mobile gateways in the hybrid UWASN.

We assume that the network is reliable if it ensures the 
successful delivery of 95% of packets. A quantitative compar‐
ison of the considered arrangements is presented in Table 2.

Table 1　Required number of retransmissions N and energy consumption E for PLR = 0.95 (layers d0, d1, d2, n = 1)

Reference node arrangement

Along one side

In the centers of the sublattice

On the outer perimeter

On the inner perimeter

Upper layer of sensors d0

N

6.6

5.6

5.2

4.7

é ùN

7

6

6

5

E (kJ)

4.4

2.4

1.2

1.0

Bottom layer of sensors d2

N

3.8

3.2

3.0

2.7

é ùN

4

4

3

3

E (kJ)

3.2

1.7

0.9

0.7

Middle layer of sensors d1

N

1.5

1.3

1.2

1.1

é ùN

2

2

2

2

E (kJ)

2.4

1.3

0.7

0.6

Figure 16　Total energy consumption E as a function of the maximum 
number of retransmissions N (layer d0, n = 50, p = 0.5) for all 
reference nodes arrangements

Figure 15　 Average PLR and relative energy consumption ε as 
functions of the maximum number of retransmissions N (layer d0, n =
50, p = 0.5) for all reference nodes arrangements
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The best features are highlighted in bold in Table 2. Divid‐
ing the 3D lattice into a finite number of sublattices is the 
best arrangement of the reference nodes for large networks.

Comparing the results in Tables 1 and 2, the following 
conclusions can be drawn. Dividing the 3D lattice into sub‐
lattices provides decent analytical results for large net‐
works, but it may be impractical for hybrid networks due 
to difficulties with positioning the wave gliders. The best 
WG movement option for networks of any scale turned 
out to be following an internal square contour with a side 
of 0.8 of the network’s characteristic size. It provides satis‐
factory results in terms of network reliability and efficiency 
and does not cause difficulties with WG movement. Net‐
work reliability is determined by the PLR. The require‐
ment set in the study is that PLR should not exceed 5%. 
Based on this requirement, the optimal number of retrans‐
missions N was selected depending on the network scale 
n × n and the depth of sensor placement di in the water area. 
The developed criteria of reliability and efficiency made it 
possible to determine that for a small network (n = 10), 
two retransmissions (N = 2) with energy consumption of 
E = 0.6 kJ will be required to ensure the specified PLR in 
the middle layer, three retransmissions (N = 3) with E =
0.7 kJ in the lower layer, and five retransmissions (N = 5) 
with E = 1.0 kJ in the upper layer. Similar calculations for 
a large network n = 50 resulted in two retransmissions 
(N = 2) with energy consumption of E = 66 kJ in the mid‐
dle layer, four retransmissions (N = 4) with E = 88 kJ in the 
lower layer, and seven retransmissions (N = 7) with E =
123 kJ in the upper layer. Reducing energy consumption in 
this case will lead to an increase in PLR and, accordingly, 
a decrease in network reliability.

9  Conclusions

A new stochastic characteristic of the functioning quality 
of UWASNs called connectivity has been proposed. Unlike 
well-known metrics, it covers both static technical and topo‐
logical parameters of the network and the physical environ‐
mental conditions, as well as dynamic characteristics of the 
network, which allows us to configure and modify the net‐
work after it is launched. This characteristic lets us describe 
a wide range of problems that arise when studying the func‐

tioning of UWASNs at the stages of collecting, transmit‐
ting, and processing information by sensor devices.

Stochastic characteristics of network connectivity are 
introduced, which, unlike known ones, describe the whole 
network rather than the properties of its individual elements.

Criteria for the reliability and efficiency of network func‐
tioning have been developed based on the UWASN con‐
nectivity, considering physical parameters such as the atten‐
uation coefficient β in the water area, the network scale n, 
and dynamically changing system parameters such as the 
number of packet retransmissions N in the selected proto‐
col and the maximum number of levels of distance in the 
cluster kmax.

The developed criteria make it possible to improve the 
assessment of the quality of the wireless sensor network 
function.

In this work, using the developed criteria, a comparative 
analysis of network reliability and power consumption is 
conducted depending on the maximum number of retrans‐
missions of packets N, determined for different layers of 
the water area. Analyses were performed for the cases of 
small (n = 10) and large (n = 50) networks for four possible 
arrangements of reference nodes corresponding to water 
areas traversed by a wave glider. These models unclude 
glider movement along one side, traversing the perimeter 
of the water area, traversing the inner perimeter of the water 
area, and traversing the reference nodes in the sublattices 
of the 3D lattice.

When considering the selected network architecture, 
some simplifying assumptions were made. It is assumed 
that the reference nodes in the layers are located strictly 
below one another to reduce losses when transmitting pack‐
ets to the glider. In addition, servicing the water area with 
only one glider is considered, which imposes restrictions on 
the scale of the network. More complex cases will be investi‐
gated in future works.

The equilibrium points where the curves for PLR and 
relative energy consumption cross were found. For all 
arrangements of the reference nodes, these points corre‐
spond to values of 50%–55%, but the number of required 
retransmissions N varies for different arrangements. Thus, 
the proposed graphs allow us to choose the optimal combi‐
nation of network dynamic parameters.

Therefore, if the physical conditions in the water area are 
known, it is possible to adjust the protocol for each arrange‐

Table 2　Required number of retransmissions N and energy consumption E for PLR = 0.95 (layers d0, d1, d2, n = 50)

Reference nodes arrangement

Along one side

in the centers of the sublattice

On the outer perimeter

On the inner perimeter

Upper layer of sensors d0

N

8.9

5.6

7.4

6.7

é ùN

9

6

8

7

E (kJ)

593

59

192

123

Bottom layer of sensors d2

N

5.1

3.2

4.2

3.9

é ùN

6

4

5

4

E (kJ)

433

43

138

88

Middle layer of sensors d1

N

2.1

1.3

1.7

1.6

é ùN

3

2

2

2

E (kJ)

322

32

102

66
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ment of reference nodes in accordance with the graphs in 
this work to ensure the required level of reliability and ef‐
ficiency. Optimal trajectories for the wave glider’s move‐
ment have been determined in terms of ensuring the effi‐
ciency and reliability of hybrid UWASNs of various scales. 
An evaluation of different reference node arrangements was 
conducted to ensure packet transmission to a mobile gate‐
way. Analysis of the calculation results showed that the 
best arrangement of reference nodes, related to the dynamic 
capabilities of the wave glider, is on an internal square 
contour with a side of 0.8 of the network size. Such an 
arrangement is optimal for networks of any scale.

Further work is planned within the framework of the 
developed criteria to select the technical characteristics of 
transmitting devices, such as data transmission rate and 
carrier frequency, as well as global characteristics of the 
network, such as temporal protocols, the distance between 
sensors, and the total number of sensors in the water area.

The proposed criteria allow for not only qualitative but 
also quantitative evaluations of network efficiency and 
reliability.
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