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Abstract

Swarm robotics in maritime engineering is a promising approach characterized by large numbers of relatively small and
inexpensive autonomous aquatic crafts (AACs) to monitor marine environments. Compared with a single, large aquatic manned
or unmanned surface vehicle, a highly distributed aquatic swarm system with several AACs features advantages in numerous
real-world maritime missions, and its natural potential is qualified for new classes of tasks that uniformly feature low cost and
high efficiency through time. This article develops an inexpensive AAC based on an embedded-system companion computer and
open-source autopilot, providing a verification platform for education and research on swarm algorithm on water surfaces. A
topology communication network, including an inner communication network to exchange information among AACs and an
external communication network for monitoring the state of the AAC Swarm System (AACSS), was designed based on the
topology built into the Xbee units for the AACSS. In the emergence control network, the transmitter and receiver were coupled to
distribute or recover the AAC. The swarm motion behaviors in AAC were resolved into the capabilities of go-to-waypoint and
path following, which can be accomplished by two uncoupled controllers: speed controller and heading controller. The good
performance of velocity and heading controllers in go-to-waypoint was proven in a series of simulations. Path following was
achieved by tracking a set of ordered waypoints in the go-to-waypoint. Finally, a sea trial conducted at the China National Deep
Sea Center successfully demonstrated the motion capability of the AAC. The sea trial results showed that the AAC is suited to
carry out environmental monitoring tasks by efficiently covering the desired path, allowing for redundancy in the data collection
process and tolerating the individual AACs’ path-following offset caused by winds and waves.

Keywords Marine environment monitoring - Swarm robotics - Autonomous aquatic craft - Unmanned surface vehicles -
Autonomous aquatic craft swarm system - Decentralized control

1 Introduction

Maritime tasks for collecting large amounts of spatially
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ry out due to the use of manned vehicles (Wright and
Baldauf 2016) with large operational crews or large un-
manned expensive vehicles (Dunbabin and Marques
2012) requiring various complex equipment. In Leonard
et al. (2010), six relatively simple and inexpensive auton-
omous gliders carrying environmental sensors were auton-
omously coordinated to sample the ocean for 24 days.
Valada et al. (2014), on the other hand, developed a low-
cost fleet of vessels that could monitor water quality in
several large areas. These studies saved considerable mon-
ey in marine tasks by replacing one large vehicle with a
group of small ones. However, these vehicles are based on
centralized path-planning solutions and require additional
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command from a base station to guide a mission.
Furthermore, centralized control (Crespi et al. 2008) is
subject to computational and/or communication constraints
dealing with mass data and lacks scalability and fault tol-
erance. Decentralized control, on the other hand, solves the
problem of a single point of failure and processes mass
data in a decentralized system (Brambilla et al. 2013),
and once coordination is achieved among autonomous
aquatic crafts (AACs) through a swarm network,
decentralized control is scaled well, similar to the works
of Christensen et al. (2009) and Wolf et al. (2017).

If people could find a strategy that can undertake the
same tasks with low cost, high efficiency, and less manual
intervention, then more individuals will achieve the oppor-
tunities to explore the ocean. The AAC Swarm
System (AACSS), which comprises a monitor and more
than two AACs with decentralized control, is a novel
swarm robotics approach to meet this demand. Xu et al.
(2014) applied a large number of relatively simple wireless
sensor nodes to collect data across multiple sites in paral-
lel. Duarte et al. (2016) synthesized eight aquatic swarm
robots to collect temperature data uniformly through time
in a semi-enclosed area in the margins of the Tagus River.
However, these nodes possessed no motion capability, and
the swarm robots are unstable when sailing in the sea with
waves and winds.

This article presents the design and development of an
AAC with a swarm communication network and decomposes
all the swarm motion behaviors, such as aggregation (Soysal
and Bahg 2007; Yu et al. 2017), flocking (Zhu et al. 2017),
foraging (Castello et al. 2016), and formation (Dong et al.
2016) on the water surface, into two basic capabilities of go-
to-waypoint and path following for a single AAC. For the
economically feasible deployment of a large number of units
for the AACSS, the cost of each unit must be kept low, im-
plying that a single AAC must be kept simple, easy to be
manufactured, and perform well in real world. The major de-
sign criteria of this AAC are as follows: (1) it must be rela-
tively simple and low cost, reducing total cost and difficulty to
manufacture the AACSS; (2) each unit must be relatively
small but large enough to hold all the payload and withstand
winds and waves, allowing for a portable deployment and
excellent maneuverability; (3) each unit must be capable of
obtaining its location and attitude information, autonomous
decision-making, and collaborating with other units; (4) the
AACSS provides the users an intuitive and easy-to-use com-
mand and control interface.

In the following sections, we provide an overview of the
design and manufacturing of the AAC (Section 2), a de-
scription of the AAC’s speed and heading controller
(Section 3), the AAC performance tests conducted in sim-
ulation and sea trial with discussion (Section 4), and con-
cluding remarks (Section 5).
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2 Autonomous Aquatic Craft Design and
Software

Every component was selected with consideration for both
functionality and cost. Especially, the fishing boat attached
with two thrusters, the enclosure, and the electronics are rela-
tively cheap from online stores, resulting in a total cost a bit
over 500 US dollars (details shown in Table 1) and a short
design-to-product cycle. In total, three students manufactured
15 AAC:s in less than 1-month time frame.

2.1 Boat Components

Considering the design criteria above, the main body of a
single AAC originated from an off-the-shelf fishing bait boat
(see:https://item.taobao.com/item.htm?spm=a230r.1.14.254.
7924554crALC4)&1d=583111634542&ns=1&abbucket=19#
detail), and all hardware and software were based on open-
source drone systems. Although the boat shown in Fig. 1 is
relatively small (L 56 cm X W 27 cm X H 26 ¢cm) and light (2.
5 kg), it features a (L 21 ecmx W 15 ecm x H 10 c¢cm) cuboid
space to hold all the electronic components. Compared with
the same size of a mono-hull boat, this catamaran also exhibits
certain advantages, such as good seakeeping, turning capabil-
ity, and sufficient layout space for more sensors, which would
benefit the subsequent research. Most of the electronic com-
ponents were housed in a compact electronic enclosure isolat-
ed from harsh environmental elements, such as heat and salt
water. The upper enclosure was produced using a 3D printer
and installed on the top of the boat using epoxy resin.

2.2 Electronic Components
The electronic component architecture was mainly composed

of the electronic system on board and monitor on the shore
and emergence control (see Figs. 2 and 3). A transmitter and a

Table 1 Itemized swarm unit budget

Component Quantity Unit price ($) Cost ($)
Main hull 1 196.1 196.1
Upper enclosure 1 3.1 3.1
Raspberry PI 3B (RPI) 1 322 322
Pixhawk 2.4.6 1 53.6 53.6
HobbyWing 1060 ESC 2 13.8 27.6
MS8N GPS 1 322 322
Xbee Pro 900HP 2 444 88.8
Xbee antenna 2 3.1 6.2
IP67 connector 4 2.7 10.8
Battery 2 33.6 67.2
Other 1 20 20
Total Cost 537.8
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Fig. 1 AAC (the first antenna on the starboard is connected with the
external network, the second antenna on the port is connected with the
inner network, and the third antenna is used for emergence control). 1,
inner network antenna; 2, external network antenna; 3, electronic
enclosure; 4, GPS; 5, emergence control antenna; 6, thruster; 7,
catamaran hull; 8, power switch

laptop with a Xbee module were set on the base station to
manually distribute or recover the AAC in the case of emer-
gency and monitor the state of AAC, separately. The electron-
ic system placed in the AAC’s main body performs two roles:
to collect the urgent order from the transmitter via a receiver,
and to execute the swarm algorithm and then output the mo-
tion command to the two thrusters. A relay serves as a switch
between these options, which is under the command of the
emergence control. The bottom layer possesses two thrusters
which provide the propulsion system coupled with two elec-
tronic speed controllers (ESCs).

Each AAC should be capable of autonomous decision-
making (Parker and Zhang 2011), which is a necessary
condition for the collective decision-making of AACSS.
This goal was achieved through the inclusion of an on-
board processing computer, an autopilot unit, sensors,
and communication devices. The swarm algorithm runs
on a single-board computer, which can perform computa-
tionally intensive or time-sensitive tasks. A Raspberry PI
3B (RPI) was selected as the onboard computer (Danymol
et al. 2014), which is connected to the autopilot unit
Pixhawk through a USB port. The Pixhawk (Meier et al.
2012) is an independent, open-hardware project (see
https://pixhawk.org/) that aims at providing high-end auto-
pilot at low costs and high availability. This board contains
and executes the code required for the autopilot to function
correctly. The board also obtains information regarding the

position and attitude data from sensors (such as GPS, com-
pass, and gyroscope), performs the motion control loops,
and outputs the corresponding pulse—width modulation
(PWM) signal to the thrusters. The GPS module and
HMCS5883L compass were placed on a holder outside the
main enclosure. Thereby, they can be isolated from the
electromagnetic interference from the thrusters or other
components in the electronic enclosure. In the next stage
of the project, more sensors, such as temperature or turbid-
ity sensor, were added to each AAC.

2.3 Propulsion and Power System

The propulsion system of a single AAC features a differ-
ential drive configuration composed of two thrusters (two
ESCs, two motors, and two 3-blade 36-mm plastic propel-
lers). The brush direct-current motors include 12-V input
voltage and a maximum 8500r/min rotational speed output.
They are driven by two HobbyWing 1060 brushed ESCs,
which are controlled by the receiver in the emergent con-
trol mode or the Pixhawk autopilot unit in swarm algorithm
mode with PWM signals (1500 Hz to 2000 Hz). The two
thrusters can approximately linearly generate a propulsive
force of up to 12 N in the hydrostatic tests. Given the low
cost and relatively high power density, two ACE 4000-
mAh 25C 11.1-V lithium—polymer batteries were selected
as the power source for the AAC. The endurance of AAC
was between 40 min and 1 h depending on the electronic
component usage with two batteries.

2.4 Swarm Topology Communication Network

The swarm network can coordinate AACs to reach the target
points in higher intelligence and enable data collection across
multiple sites in parallel(Sahin 2004). According to the survey
of recent advances in environmental analysis (Ballesteros
Gomez and Rubio 2009), wireless networks of sensors distrib-
uted throughout the environment have recently emerged as a
promising technology for marine environmental monitoring
and information interchange between surface vehicles. This
approach allows for real-time measurement and/or monitoring
in locations that are potentially challenging to access.

The simple means of wireless communication (such as
equipment based on sound or color) used in swarm network
are relatively straightforward to implement in real hardware
(Floreano et al. 2007), but they are also limited to exchange
information among AACs and prone to be disturbed in a com-
plex ocean environment. To communicate with other AACs
and share information with the monitoring station on the
shore, each AAC was equipped with two PRO 900PH Xbee
wireless communication modules connected to the RPI
through USB ports. One Xbee (denoted as Xbee-I in Fig. 2)
module was defined as the inner network (see Fig. 4a, b) based
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Fig. 2 Electronic components architecure

on ad hoc wireless technology to exchange state messages,
including heading, battery status, GPS position, and speed
among all AACs for individual AAC autonomous decision-
making, whereas the other one (denoted as Xbee-E in Fig. 2)
was defined as the external network (see Fig. 4c) to monitor
the AACSS status for the base station. Both networks can
work individually or standby for each other to improve the
reliability of information transmission. The Xbee modules
were connected to two monopole antennas fixed on the star-
board and port of the AAC, providing an effective communi-
cation range from 0 to 800 m. In Fig. 4a, the distances between
any two are shorter than 800 m. Thus, all AACs can exchange
information with each other. However, the number 2 AAC in
Fig. 4b was out of the radio communication coverage of num-
ber 3 AAC. Therefor, they communicated with each other
through the relay of number 1, 4, and 5 AACs. As shown in
Fig. 4c, the laptop serves the central node for collecting infor-
mation from all the AACs via the external point-to-point net-
work composed of Xbee units labeled as Xbee-E. Every AAC
was equipped with a transmitter on shore and a receiver on
board to manually distribute or recover the AAC in the case of
emergence as shown in Fig. 4d.

Fig. 3 Electronic components on board. 1, Xbee of inner network; 2,
Pixhawk; 3, ESC; 4, RPL; 5, Xbee of external network; 6, voltage and
current sensors
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2.5 Autonomous Aquatic Craft Software

The swarm algorithm based on Python with DroneKit-Python
API (see http://python.dronekit.io/) running on RPI allows
communication through the inner network between the
AACs and calculates the desired waypoints. To interact with
Pixhawk, inner network, and external network, several open-
source software packages (such as mavproxy and pyserial)
were installed on RPI. The Pixhawk autopilot determines the
desired waypoint and attitude information collection from the
sensors attached to it.

A user-friendly human—machine interface Mission Planner
(see http://ArduPilot.org/planner) software was developed on
a laptop on shore; it allows the operators to supervise the state
of AACSS via an external network. Through the same
network and with the help of putty software (see https://
www.putty.org/), the AAC’s onboard motion control
parameters could be further updated or modified. This
condition could provide rapid iteration and optimization for
swarm algorithm in real-world environments.

3 Controller Design

The capability and efficiency of AACSS depend on the
swarm network communication (Li et al. 2008) and the
decentralized speed controller and heading controller on
individual AAC; these variables are derived from the
swarm motion behaviors (Fig. 5). This section aims to de-
velop a simple and universal controller to drive the AAC.
The controller structure of every AAC consisted of a nav-
igator, a speed controller, and a heading controller. A sim-
ple saturation function and proportional-integral (PI)
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(a) Inner network for information exchange among AACs
(AACs can exchange information with each other within the
broadcast inner-mesh network communication range)
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(b) Inner network for information exchange among AACs (D)
(®)and (3 act as information relay for (2)and (3)where they are
out of direct communication range)

(d) Emergence control network

Fig. 4 AACSS topology communication network
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3.1 Autonomous Aquatic Craft Dynamic Model

The three-degree freedom planar model of the AAC (Fig. 6)
was adopted, and no coupling existed between the surge and
yaw. -Fp and -Fy are considered as propeller force inputs
which push the model to surge, sway, and yaw. The geomet-
rical relationship between the inertial reference frame and the
body-fixed frame is denoted in terms of velocities as follows:

X = VxCOSE—V,sine
V= Wysing + v,co8¢ (1)
=

where x, y, and ¢ denote the position of the center of mass and
the orientation angle of the AAC in the inertial reference
frame. v,, v,, and r are the surge, sway, and yaw velocity,
respectively.

In the body-fixed frame, the non-linear equations of motion
for a simplified model of the AAC dynamics, where motion in
heave, roll, and pitch is neglected, are given by the following:

mlli/x—ngi/yr + by = F
) : %) (2)
ms3r + mavev, + basgn(r)|r|* =T

X
Fig. 6 Dynamic model of the AAC

Fig. 7 Geometry definition for waypoint following

where m;; (i=1, 2, 3) are the mass and inertial parameters,
my=myy—my >0; F is the surge control force; 7 is the
yaw control moment; and by, b,, o, and &, refer to the
resistance coefficients of surge and yaw motion. In this
work, only forward motion was considered, v, >0, v, =0,
as the reverse motion dynamics differ, and lateral motion
is negligible compared with the forward motion. A more
detailed discussion of the general spatial equations for
the AAC can be found in the work of Fossen (1994).
Equation (2) can be written as follows:

Vy = (F*blv;“)/mll (3)
= (T=basgn(r)|r|™) /m33 (4)

The surge control force F and the yaw control moment 7'
are given in terms of the two propeller forces as follows:

F=Fr+ FL
{ T = (Fa—FL)/2 )

where / is the lateral distance between the thrusters.

3.2 Navigation Model

The navigator considers the AAC’s current position, which is
given by the GPS module, and the desired waypoint to

Wircless

communication
Kbee-Egl)romerscomered (e Xbee-E

8 8

RPI

Laptop

Fig. 8 Simulation system
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Table 2  Parameters set in simulation

Parameters Value Parameters Value
« 0.01 b, 0.002
aq 1 my; (kg) 4

s 1 ms; (kg m°) 0.028
b, 0.001 U (m/s) 1.5

calculate the distance based on Eq. (6). This approximation is
valid as the distance is relatively small for the AAC as shown
in Fig. 7.

d; = (x_xi)2 + (,V_yz')z (6)

From the problem described in Fig. 7, geometry yields the
following:

0 = arctan> (7)
Xi—X
The target heading ¢; was computed by calculating the line
between positions of the AAC and the ith waypoint relative to
the x axis in inertial frame, which is positive in the clockwise
direction from x axis.

3.3 Speed Controller

The controller was used to change the surge speed or throttle
value according to the distance to the ith waypoint.

Ve = U(l—e_a(di_do)) — U(l—ea [v (sz)zﬂyyi)zRo]) (8)

where U denotes the maximum resultant speed of the AAC, «
represents the adjustable parameter, and R, corresponds to the
radius of the waypoint circle.

The AAC was considered to have reached the ith waypoint
once the distance d; is less or equal to a certain threshold, and
when its speed has decreased rapidly. Care must be taken when
defining the threshold with a suitable o as motion conditions
(including wind speed) might impede the AAC from crossing it.

After including Eq. (3) and Eq. (5) to Eq. (8), the speed
control law is given as follows:

Fr+ Fp = Unmy, (1—5“[\/ <x—Xf>2+@-yf>2‘R0]> +b (9)

where bv{' refers to the longitudinal resistance, which can be
obtained from the static water resistance test or empirical
formula.

@ Springer

3.4 Pl Heading Controller

Based on Eq. (7), a better practice is to use the function
“atan2” as it would also give the quadrant at which the ith
waypoint is located from the AAC axis:

e(t) = (1), = atan2 (i Eg_ﬁ) (10)
where ¢(f) denotes the AAC heading, which is positive in the
clockwise direction from the x axis.

The solution is given in radians from 7t to -7t. Further
manipulation might be necessary depending on the axis
being used.

The PI control algorithm continuously calculates an error
value e(?) and applies a correction based on the proportional
and integral terms. The controller attempts to minimize the
error over time by adjustment of a control variable 7(¢), and
the new value is determined by a weighted sum:

F(t) = Kpe(kAD) + K1 Y. e(kAD)A? (11)
k=0
where Kp and Kj represent all the non-negatives and denote
the coefficients for the proportional and integral terms, re-
spectively (occasionally denoted as P and /). As the PI
controller relies only on the measured process variable
and not on knowledge of the underlying process, it is broad-
ly applicable.

By combing Eq. (4), Eq. (5), and Eq. (11), the heading
control law can be written as follows:

2 ! «
FrFu = [maar (1) + basgn(r) || (12)

where bysgn(r)|r|™ is the rotation resistance, which can be
obtained from the static water resistance test or empirical
formula.

4 Tests and Results

The researchers set 11 waypoints (a circular region with a
radius of 2 m, Ry =2) with an approximately 10-m distance
between two neighboring waypoints and then obtained a 130-
m-length route in total. The AAC started from the first way-
point and then switched to the go-to-waypoint mission, where
it proceeded to the next waypoint along the path once it
touched the boundary of the waypoint circle, ending at the
eleventh waypoint in numerical order. The simulation test
and sea trial were conducted, and the researchers collected
the AAC data to demonstrate the AAC's performance with
the same configuration.
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Fig. 9 Sea trials at the China National Deep Sea Center
4.1 Simulation

A simulator named DroneKit-SITL (Rosales et al. 2017)
was used to rapidly configure the virtual AAC. This simu-
lator, as shown in Fig. 8, could be installed on the AAC’s
RPI to test the swarm algorithm without a physical vehicle.
Using the simulator with the parameters shown in Table 2,
the PI gains of the controller would be easily modified and
optimized.

By experience, the higher values of Kp and Kj denote
the higher response sensitivity of the controller to the dif-
ferentiation and its deviation, which are accompanied by a
more pronounced overshoot and oscillation. On the other
hand, a smaller control parameter value indicates the
weaker overshoot and oscillation of the controller and
the relatively slower response of the control system to
the deviation and its differentiation. Normally, if the over-
shoot is extremely large, parameter Kp can be slightly re-
duced with an appropriate increase of parameter Kj.
Conversely, if the convergence rate is notably slow, the
parameter Kp can be appropriately increased, and the pa-
rameter K can be reduced slightly to achieve a local opti-
mal control. The appropriate PI gains (Kp =0.2; K;=10.05)
were archived until the desired performance was reached.
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Fig. 10 Random set of simulation and sea trial results

Then, the simulation tests were repeated for 10 times with
the PI gains.

4.2 Sea Trials

Field tests are susceptible to the environmental condition due
to the size of the AAC platform. For this reason, tests can only
be performed in ideal weather conditions, including steady
winds, small waves, and no rain. A series of sea trials at the
China National Deep Sea Center is as in an area of 50 x 60 m*
sea (see Fig. 9) with a wind speed of 0.5 m/s from east to west
to demonstrate the AAC's performance. In the experiments,
two test runs were conducted for each of the eight AACs,
featuring 16 runs in total, with the same PI gains as the
simulator.

4.3 Results and Discussion

Figure 10 shows a comparison of the desired path, simula-
tion trajectory, and sea trial trajectory, where one run test
datum was randomly selected from 10 time simulations
and 16 sea trial runs in random. The AAC passed through
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=
T

0 s L s s L 2
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(b) Speed of AAC in simulation

Fig. 11 Speed controller in simulation (the numbers (D to (0) and END
denote the time that the AAC reached the boundary of corresponding
waypoint circles). a Distance to waypoints in simulation. b Speed of
the AAC in simulation
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all the waypoint circles and traced the path within a small
offset. The maximum error between the desired path and
sea trial trajectory was about 2 m, occurring at the eleventh
waypoint, where the simulation offset deviated in the op-
posite direction. This finding is mainly attributed to the
turbulence near the shore, where winds and waves heavily
beat the coast in the sea trial. Thus, the operators can set a
2-m-radius collision avoidance safety circle around each
AAC for the AACSS in real-world swarm algorithm tests.
Afterward, by comparing the 16 sea trial runs, the results
showed the acceptable differences among the sea trial tra-
jectories (maximum offset was below 0.5 m).

In the simulation tests, an AAC exceeded the distance from
the first waypoint to the eleventh waypoint in 123.8 s on
average (Fig. 11). However, all runs lasted about 143 s with
a deviation of 3 s to finish the whole course in the sea trial
(Fig. 12). The average speed in simulation and sea trial was
1.05 and 0.91 m/s, respectively. The simulated AAC was
19.2 s faster than that operating in the real world. The differ-
ence between these two test types can be explained from the
speed and yaw speed, as shown in Figs. 12 and 13.

L 28 @H® ©® @ W@ END
2071
~ 157
3 10t
5
5t
0 20 40 60 80 100 120 140 160
Time(s)
(a) Distance to waypoints in sea trial
O 20 6® ©@® © ® END
1.4r
1:2

Speed(m/s)
o o =
o o O

e
B

0.2

0 20 40 60 80 100 120 140 160
Time(s)
(b) Speed of AAC in sea trial

Fig. 12 Speed controller in sea trial (the numbers (D to (0 and END
denote the time that the AAC reached boundary of corresponding
waypoint circles). a Distance to waypoints in sea trial. b Speed of
the AAC in sea trial
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Fig. 13 Yaw speed in simulation and sea trial (the number @), (7), and
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The speed decreased with fluctuations as the AAC’s distance
to the waypoint reduced in the sea trial, whereas it was displayed
smoothly in the simulation where the wind drag and wave were
ignored. At the first waypoint, both the simulated and actual
AAC could achieve full speed in 3 s, although the simulated
AAC responded faster than the one in real world. Then, the
AACs ran toward the next 10 waypoints and slowed down after
reaching the boundary of the end waypoint. During the whole
processing of path following, the real AAC spent more energy
and time to deal with the irregular disturbance from winds and
waves. For the same reason, no two runs were the same in the
sea trials. Another consequence of wind and wave speed is the
side slip, with the diversion from the desired path shown in
Fig. 10 and yaw speed vibration shown in Fig. 13.

At large corners ((3) waypoint, (7) waypoint, and (0) way-
point), as waves may contribute to add extra resistance to the
AAC’s yaw speed, the simulation results obtained three larger
troughs compared with those in the sea trial (Fig. 13), which
appeared with a series of small oscillations. Although a min-
imal overshot existed in the heading following as shown in
Figs. 14 and 15, the heading controller showed good perfor-
mance in both the simulation and sea trials. The frequency and
amplitude of overshot in the sea trial were slightly less than
those in the simulation as a result of catamaran’s capability for
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Fig. 14 Heading controller in simulation
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seakeeping in the real world. At 50 s, a peak existed in the sea
trial as the heading range is a circle from -7t to 7t in radians.

Considering the limitation of the complex sea condition, the
environment model should be further developed to include a
simple dynamic weather model, such as those for winds and
waves, which feature a high impact on maritime platform
(Wang et al. 2015). Winds are unpredictable, and change speed
and direction. A simple code where wind speed and direction
change based on knowledge base is proposed where an AAC
runs on the water surface; this code should be sufficient to tune
the PI gains online to achieve better capability for go-to-
waypoint and path following. The addition of obstacles could
be performed for swarm behaviors by including objects, such as
other AACs and stones, above the water surface. The controller
would develop the necessary skills to avoid obstacles.

5 Conclusions and Further Work

To date, swarm robotics systems have seldom been applied to
tackle real-world applications and are still being simulated or
tested in the laboratory. Most studies solely focus on obtaining
the desired collective behaviors and understanding their prop-
erties. To avoid the problems that arise in real-world applica-
tions, this article presented a solution to prepare a simple,
inexpensive, flexible, and open platform with a speed control-
ler and heading controller for swarm research on water sur-
faces. A sea trial with waves and winds successfully demon-
strated the capability of go-to-waypoint and path following for
a single AAC outside the strictly controlled laboratory condi-
tions. In the future, the researchers plan to develop an AACSS
of 7 or more AACs to conduct a hydrological monitoring
mission in sea with waves and winds.
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